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a b s t r a c t

Large content providers, such as Google, Yahoo, and Microsoft, aim to directly connect with consumer net-

works and place the content closer to end users. Exchanging traffic directly between end users and content

providers can reduce the cost of transit services. However, direct connection to all end users is simply not

feasible. Content providers by-and-large still rely on transit services to reach the majority of end users. We

argue that routing policies are an important factor in considering the selection of ISPs for content providers.

Therefore, determining which ISP to peer or use as a transit becomes a key question for content providers.

In this paper, we formulate the policy-aware peering problem, in which we determine not only which ISP to

connect with, but also the kind of peering agreement to establish. We prove that such a policy-aware peer-

ing problem is NP-complete, and propose a heuristic algorithm to solve the problem. Further, we perform

a large-scale measurement study of the peering characteristics of five large content providers, and evalu-

ate the existing peering connections deployed by the content providers. Our measurement results show that

changing the existing peering agreements or adding as little as 3–5 new peering connections can enhance

the connection between content providers and end users significantly.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

The rapid growth of large content providers, such as Google, Ya-

hoo, and Microsoft, is changing not only the inter-domain traffic

patterns but also the hierarchical topology of the Internet. Content

providers are using the Internet to deliver videos, TV shows, movies,

sports and live programs to mobile phones, televisions, tablets and

computers. A recent measurement study [39] has shown that the ma-

jority of the inter-domain traffic is between large content providers

and consumer networks. At the same time, the Internet topologi-

cal hierarchy becomes flatter and denser due to the inter-connection

strategies employed by large content providers [17,28,39]. Further-

more, large content providers (i) have built their own global back-

bones, (ii) directly peer with consumer networks, (iii) move the con-

tent closer to the end-users (through content delivery networks for

example), and (iv) adopt various peering policies in order to ensure

small latency in delivering content. For example, Google moves the

majority of its video and search traffic away from transit providers to

its own backbone infrastructure and directly connects with consumer

networks [39].
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However, direct connection to all customer networks is simply not

feasible. Large content providers, while still relying on transit ser-

vices of large Internet Service Providers (ISPs) to have global reach-

ability, may select some access networks to connect directly with

end users in order to provide better content delivery. For example,

Netflix, a television and movie streaming content provider, agreed to

pay Comcast millions of dollars annually to deliver its content directly

[54]. Netflix previously connected to Comcast via its service provider,

Cogent Communications. The new connection to Comcast’s network

will speed up video streaming to Netflix customers. Therefore, deter-

mining which providers to connect to and the corresponding contrac-

tual agreement of the connections becomes a key question for large

content providers.

In this paper, we formulate the problem of peer selection for large

content providers. A content provider can choose to connect to an ISP

using its transit service for global reachability. Alternatively, the con-

tent provider can connect to an ISP to reach its customers only. Our

goal is to determine the ISPs that a content provider should connect

with and the kind of peering agreement that the content provider

should establish with the selected ISPs.

On the surface, our problem might be solved with content place-

ment algorithms [9,21,34,40,41,47,51,58]. However, the fact that rout-

ing policies and peering agreements are taken into account in the

selection of peers makes the problem much more challenging. Dif-

ferent from the content placement problem, we determine not only
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who to peer with but also the peering agreement to establish. We fur-

ther consider routing policy in quantifying the distance between the

content providers and an end user. It is well known that an AS may

take a longer path rather than the shortest path, possibly as a result

of the routing policies [46,56,59]. We prove that such a policy-aware

peering problem is NP-complete, and propose a heuristic algorithm

to solve the problem.

To evaluate our heuristic algorithm, we first perform a large-scale

measurement study of peering characteristics of five large content

providers. We then evaluate our heuristic algorithm in the context of

current Internet topology. We derive the minimum number of peer-

ing ISPs with different peering agreements to cover today’s Internet.

We investigate the existing peering agreements employed by the five

large content providers. We find that it is still possible for those con-

tent providers to cover their clients within the same distance if they

maintain less transit service agreements. In addition, our measure-

ment shows that adding as little as 3–5 new peering connections can

enhance the connection between content providers and end users

significantly.

The rest of the paper is organized as follow: In Section 2, we intro-

duce routing policies and peering relationships guided by commer-

cial relationships. In Section 3 we formally define the policy-aware

content placement problems. In Section 4, we propose a heuristic al-

gorithm to address the problems. In Section 5, we perform a large-

scale measurement study of peering characteristics of five large con-

tent providers, calculate the minimum number of peering ISPs for to-

day’s Internet, and compare the peering selection return by our al-

gorithm with that of the content providers. Section 6 presents the

related work. We conclude the paper in Section 7 with a summary.

2. Background

In this section, we introduce the concepts and terms used

throughout the paper: content providers, routing policies and peer-

ing connections. Finally, we use two examples to demonstrate the

impact of routing policies and peering relationships on the selection

of peering locations.

2.1. Content providers

An Internet content provider is an organization, such as Google

or Facebook, which supplies content on the Web, such as web pages,

video, and movies. It is likely that a content provider uses one or sev-

eral content delivery networks (CDNs), for example Akamai, to de-

liver its content. A CDN is a shared distributed system deployed across

the Internet for delivering content to end-users with high availabil-

ity and high performance. CDNs can help content providers reduce

the cost because CDNs offload the traffic from the content provider’s

infrastructure. Content providers typically subscribe to one or sev-

eral CDNs services. Then, content is replicated over several mirrored

servers, which are closer to end users. In order to meet its Service

Level Agreement (SLA) for its customers, CDN providers usually co-

operate with each other so that content providers can utilize services

of multiple CDNs to deliver contents.

While CDNs help to improve the content delivery, there is a recent

trend [39] for large content providers to bring content closer to end-

users. For example, in 2011, Google peered with Puerto Rico Bridge

Initiative (AS23114) to improve speeds and costs in Puerto Rico [36].

Before peering with PRBI, the traffic from Puerto Rico had to be routed

to some transit ISPs at the US mainland, which can cause congestion

on these transport links. By peering with PRBI in Miami, Google was

able to reduce the amount of Internet traffic traversing these ISPs so

that millions of residents of the island have a better user experience

at a lower cost [36]. Furthermore, a content provider can also directly

connect with access networks to deliver the content to end users. For

example, Netflix established an agreement with Comcast for a direct

connection [54].

Content providers typically adopt an open peering strategy to as-

sess potential peering relationships [3,43,48]. Under the open peer-

ing strategy, content providers are willing to peer with any AS that

requests a peering relationship. For example, Google’s peering strat-

egy requires at least 100Mbps peak traffic to establish a bilateral BGP

peering over an IXP. If an AS with less than 100Mbps traffic can peer

via the route servers at any participating IXP [2]. In addition, Google

recommends that peers advertise all their prefixes over all peering

sessions with Google.

Content providers usually establish a connection with an ISP at In-

ternet Exchange Points (IXPs) or a private peering facilities. Note that

while the traffic exchange might be free of charge, it is also possi-

ble to establish paid peering agreements between content providers

and ISPs. For example, Netflix pays Comcast for its direct connection

[54]. However, even under paid peering, the connection is only used

to exchange traffic between Netflix and Comcast’s customers. That is,

Netflix does not use Comcast to reach the global Internet.

2.2. Routing policies and peering policies

Routing policy typically conforms to the commercial relationships

between Autonomous Systems (ASes). A customer pays its provider

for connectivity to the rest of the Internet. A pair of peers agree to

exchange traffic between their respective customers free of charge.

A mutual-transit agreement allows a pair of administrative systems

to provide connectivity to the rest of the Internet for each other. The

commercial contractual relationships between ASes translate into the

export rule that an AS does not transit traffic between two of its

providers and peers, which is called no-valley routing policy [24].

In addition to the no-valley routing policy, an AS typically chooses

a customer route over a route via a provider or peer since the AS

does not have to pay its customer to carry traffic or maintain a traf-

fic volume ratio between the traffic from and to a peer. This policy

is referred to as prefer-customer routing policy. For example, one of

the peering policies adopted by content providers is that no tran-

sit or third party routes are allowed to be announced to the content

providers. In other words, all routes exchanged between a content

provider and the peering AS must be the peering AS’s and the peer-

ing AS’s customers’ routes.

In this paper, the following definitions are used to represent con-

tent providers’ peering strategy. A peering connection is a logical con-

nection between a content provider and an ISP. A content provider

can establish two kinds of peering connection with an ISP. A peering-

to-peering connection means that the content provider and the ISP

agree to exchange their own and their customers’ routes. We refer

to the connection as local connection. A transit connection allows the

content provider to access the rest of the Internet and advertises the

content provider’s prefixes to the rest of the Internet, through the ISP.

We refer to the connection as global connection.

2.3. Impact of routing policy and peering relationships

We use two examples to demonstrate the impact of routing policy

and peering relationships on the content placement decision. To sim-

plify our examples, we determine a peering location and the peering

relationship such that the AS level distance between end users and a

content provider is minimized, which resembles the well-known fa-

cility location problem. In the next section, we will formulate a cost

function to take in account other factors. Note that both examples are

real scenarios derived from our dataset, which will be presented in

Section 5.

The first example demonstrates the effect of routing policies on

the placement of peering connections. In Fig. 1(a), Google (AS15169)



Download	English	Version:

https://daneshyari.com/en/article/447689

Download	Persian	Version:

https://daneshyari.com/article/447689

Daneshyari.com

https://daneshyari.com/en/article/447689
https://daneshyari.com/article/447689
https://daneshyari.com/

