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a b s t r a c t

The proliferation of mobile computing devices has enabled the utilization of infrastructure-less network-
ing as commercial solutions. However, the distributed and cooperative nature of routing in such networks
makes them vulnerable to a variety of attacks. This paper proposes a host-based monitoring mechanism,
called SIDE that safeguards the operation of the AODV routing protocol. SIDE encompasses two comple-
mentary functionalities: (i) a specification-based detection engine for the AODV routing protocol, and
(ii) a remote attestation procedure that ensures the integrity of a running SIDE instance. The proposed
mechanism operates on a trusted computing platform that provides hardware-based root of trust and
cryptographic acceleration, used by the remote attestation procedure, as well as protection against run-
time attacks. A key advantage of the proposed mechanism is its ability to effectively detect both known
and unknown attacks, in real time. Performance analysis shows that attacks are resolved with high detec-
tion accuracy, even under conditions of high network volatility. Moreover, SIDE induces the least amount of
control packet overhead in comparison with a number of other proposed IDS schemes.

� 2014 Elsevier B.V. All rights reserved.

1. Introduction

Infrastructure-less networks comprise a wide range of network-
ing paradigms such as mesh networks, mobile ad hoc networks
(MANETs), vehicular ad hoc networks (VANETs), delay tolerant
networks (DTNs), opportunistic and sensor networks, as well as
various overlay networks. A common characteristic of these net-
works is the absence of any fixed architectural component such
as routers and access points, supporting and serving dynamic
topologies and behaviors. These unique properties, empowered
by the proliferation of mobile devices (i.e., smartphones, tablets,
etc.) and the advent of ad-hoc networking standards, such as
Wi-Fi direct [1], enable the materialization of infrastructure-less
networks for providing communication and cooperation solutions,
such as the extension of networking environments (i.e., cellular
networks, personal or corporate wireless networks, etc.) in areas
where network coverage is limited [3] (i.e., metropolitan areas,
indoor environments, etc.).

A widely accepted implementation of an infrastructure-less
network is based on a dynamic and adaptive routing protocol,

named ad hoc on demand distance vector (AODV) [2], which, ini-
tially, was designed for MANETs and later has been adopted by
DTN [4], opportunistic [5], mesh [6], and sensor [7] networks.
AODV operates with the assumption that all participating nodes
are well-behaved, and thus, it does not include any security mech-
anism. Considering also the deployment characteristics of infra-
structure-less networks (i.e., wireless shared access, dynamic
topologies, cooperative routing, etc.), it can be realized that AODV
faces a wide set of security threats [11]. More specifically, any
malicious network node may easily exploit critical protocol fields
such as hop count, sequence numbers, and source and destination
address, causing a variety of attacks, such as route disruption,
resource consumption and denial of services [9].

Since the protection of the protocol’s fields and functionality is
not possible by default, an effective way to address these inherent
vulnerabilities is through the deployment of a detection mecha-
nism. However, the design of an intrusion detection system (IDS)
for AODV has been proven a challenging task, considering the lim-
itations of the existing IDS [8,12,23] (i.e., analyzed in Section 2.2 of
this paper). The majority of them capture, store, and, subsequently,
process the whole traffic (i.e., control and payload) within the radio
range of a monitoring node, in order to collect as much audit data
as possible and then assess the behavior of the neighboring nodes.
Consequently, monitoring nodes bear additional computational
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and storage burdens, while energy consumption is increased. In
addition, during the collection of audit data, malicious activities
are not detected. Finally, in cases of high nodes’ mobility or contin-
uous changes in network topology, the collected audit data might
lead to inconclusive or erroneous assessments, resulting in false
positives/negatives.

The limitations and weaknesses of current IDSs may be
addressed by a host-based IDS that monitors the behavior of its
own host node. A host-based IDS alleviates the need for collecting
audit data that may be malicious, incomplete, or outdated, provid-
ing an accurate and real time view of the host node’s protocol oper-
ations. Thus, malicious behaviors can be detected immediately,
with low false positives/negatives, and without the associated over-
heads of audit data collection. However, such an approach has been
unfeasible in the past, mainly, because of the fact that a host-based
IDS operating on a malicious node, could not be considered as
trusted. The emergence of trusted computing [20] may address this
uncertainty and make host-based IDS a viable security solution for
infrastructure-less networks. Trusted computing provides hard-
ware-based root of trust, accompanied by a set of primitive func-
tions that propagates trust from hardware to the application
software. At the core of this technology resides the process of
remote attestation with which a computer can prove the integrity
of a platform (e.g., hardware and software) to a remote party [38].

This paper proposes a novel host-based monitoring mechanism,
called SIDE (i.e., Specification-based Intrusion Detection), which
relies on trusted computing in order to provide a resilient, specifica-
tion-based IDS. More specifically, each network node implements
an instance of SIDE, which unlike existing IDSs, is responsible for
monitoring its own host node. This approach enables SIDE’s detec-
tion engine to monitor local information and ascertain an accurate
view of protocol operations, in real time. SIDE’s detection engine
is based on a comprehensive set of specifications that defines the
legitimate functionality of the AODV protocol. As a result, any mali-
cious activity (i.e., known or unknown) that violates the legitimate
functionality of AODV can be identified. To defend against malicious
host nodes that may attempt to modify or even disable SIDE, the
proposed mechanism encompasses a remote attestation procedure
that verifies the integrity of running SIDE instances in the network.
Moreover, SIDE operates on a trusted computing platform that pro-
vides hardware-based root of trust and cryptographic acceleration,
used by the remote attestation procedure, as well as protection
against runtime attacks. The proposed mechanism utilizes a TrustZ-
one [42] enabled ARM processor, which constitutes a trusted com-
puting platform included in the vast majority of mobile and
embedded devices. The performance of SIDE is evaluated through
an extensive set of simulations. The numerical results show that
SIDE resolves attacks in real time with high detection accuracy,
while imposing limited overheads in the operation of AODV.

The rest of this paper is organized as follows. Section 2 analyzes
the functionality of the AODV routing protocol; briefly evaluates
existing security schemes that have been proposed for AODV; and
provides an analysis of remote attestation techniques. In Section 3
the proposed mechanism is introduced and its functionality is elab-
orated. In Section 4, we perform an in-depth evaluation of SIDE,
which includes: (i) an outline of its advantages over previously pro-
posed detection engines; (ii) a security evaluation of its robustness
against a variety of attacks; (iii) the computational cost and memory
requirements, and, (iv) a comparative evaluation of its performance
based on simulations. Finally, Section 5 contains the conclusions.

2. Background

In this section, we first provide an overview of the AODV proto-
col’s functionality. This overview covers only the most critical
aspects of the protocol’s operations, since a more throughout

analysis of AODV exists in [2]. In Section 2.2, we provide an evalu-
ation of several security solutions that have been proposed for
AODV. A comprehensive analysis of all the related literature
requires an extensive review, which is outside the scope of this
paper. Instead, we have selected a representative set of security
solutions that covers the majority of utilized security mechanisms
and encompasses: (i) extensions to the AODV protocol that incor-
porate cryptography and (ii) intrusion detection mechanisms that
use either anomaly-based or specification-based detection. Finally,
in Section 2.3, we evaluate existing remote attestation procedures.

2.1. Overview of the AODV routing protocol

AODV is an on demand routing protocol, which maintains
routes as long they are needed by source nodes. It is scalable
and offers low processing, memory, and communication over-
heads to the underlying network. It utilizes three control mes-
sages to achieve route discovery: route request (RREQ), route
reply (RREP), and route error (RERR). It also provides an optional
fourth control message (i.e., Hello message), which is used for
preserving connectivity between neighboring nodes. When a
node wishes the establishment of a route, it initiates a route dis-
covery process by broadcasting a RREQ message that includes
the: source IP address, source sequence number, destination IP
address, destination sequence number, RREQ id (i.e., an incre-
mented identifier), and hop count field. Each RREQ message is,
uniquely, identified by the pair of source IP address and RREQ
id. The intermediate nodes that receive the RREQ may either
reply to it (i.e., possess an updated route to the destination) or
forward it (i.e., do not possess a route to the destination and
the time to live (TTL) field is greater than one). In case that mul-
tiple copies of the same RREQ are received by an intermediate
node, the duplicates are discarded. The destination node or an
intermediate node that has a fresh route to the destination
replies to a RREQ, by generating an RREP message that contains
the: source IP address, source sequence number, destination IP
address, destination sequence number (i.e., an increasing counter
denoting the most recent route), lifetime field (i.e., indicates the
time for which the route is considered valid), and hop count field
(i.e., denotes the distance in hops from the source to the desti-
nation). Intermediate nodes receiving the RREP update their
routing tables, only, if the destination sequence number in the
message is higher from the stored value in their routing tables,
or the destination sequence numbers are equal, but the hop count
field in the RREP is smaller than the stored value. If a link breaks,
an intermediate node initiates a local repair mechanism attempt-
ing to discover a new route to the destination by transmitting a
RREQ message. If the repair mechanism fails to discover a route,
the node generates a RERR message that includes the IP
addresses and the last known destination sequence numbers of
the unreachable destinations, informing the receiving nodes that
they should restart the routing discovery process, if they want to
communicate with them.

A node offers connectivity information by broadcasting local
Hello messages, if this feature is enabled. Every time-period of hello
interval, the node broadcasts a Hello message, which contains the:
destination IP address, destination sequence number, lifetime field,
and hop count field. The lifetime field is assigned the value allowed
hello loss * hello interval, while the hop count is set equal to zero.
The allowed hello loss parameter is used by network administrators
to determine the time frame (i.e., in multiples of the hello interval),
where the routes are considered valid. Nodes perceive connectivity
by listening to the packets transmitted by their neighbors. If a node
does not receive any packet from a neighbor for a time period
greater than allowed hello loss * hello interval, it assumes that the
link to this node is currently lost.
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