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Abstract

The significantly increased address length of IPv6 (128-bit) provides an endless pool of address space. However, it also poses a great
challenge on wire-speed route lookup for high-end routing devices, because of the explosive growth of both lookup latency and storage
requirement. As a result, even today’s most efficient IPv4 route lookup schemes can hardly be competent for IPv6. In this paper, we
develop a novel IPv6 lookup scheme based on a thorough study of the distributions of real-world route prefixes and associative RFC
documents. The proposed scheme combines the bitmap compression with path compression, and employs a variable-stride mechanism
to maximize the compress ratio and minimize average memory reference. A possible implementation using mixed CAM devices is also
suggested to further reduce the memory consumption and lookup steps.

The experimental results show that for an IPv6 route table containing over 130K prefixes, our scheme can perform 22 million lookups
per second even in the worst case with only 440 Kbytes SRAM and no more than 3 Kbytes TCAM. This means that it can support
10 Gbps wire-speed forwarding for back-to-back 40-byte packets using on-chip memories or caches. What’s more, incremental updates
and high scalability is also achieved.
� 2005 Elsevier B.V. All rights reserved.
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1. Introduction

Internet Protocol Version 6 (IPv6) is one of the key sup-
porting technologies of the Next Generation Network
(NGN). The most distinctive feature of IPv6 is its 128-bit
address, which is significantly increased from IPv4 and pro-
vides an extremely large pool of address space for the Inter-
net. However, this innovation also poses a great challenge
on the data path functions of IP packet forwarding, such as
IP address lookup. This pressure is caused mainly by the

following two factors: (1) the performances of most exist-
ing IP lookup algorithms, including lookup throughput
and storage requirement, are sensitive to the key length
and will decrease dramatically when migrated to IPv6. (2)
The rapid advances in fiber-optic technology push the link
speed of backbone from 2.5 to 10 Gbps or even 40 Gbps,
making wire-speed forwarding much more difficult to guar-
antee. Therefore, an effective Longest Prefix Matching

(LPM) algorithm for 128-bit IP address is very essential
for routers/switches deployed at future networks.

Currently, packet forwarding based on CIDR IPv4
address lookup is well understood with both trie-based
algorithms and TCAM-based mechanisms in the literature.
trie-based algorithms are usually said to be time consum-
ing, and commonly a lot of memory accesses are needed
for a single address lookup. Moreover, most of them
[1–4] can hardly be scaled to support IPv6, because their
lookup time grows linearly with the search key (Destination
IP Address) length. Some algorithms have constant search
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time for IPv4, such as DIR-21-3-8 [5]. However, their high
storage requirements only allow them to be implemented
with mass-but-slow SDRAMs. What’s more, the exponen-
tially increased memory requirements with the search key
length make them not suitable for IPv6 implementation.

The Lulea [6] algorithm, for the first time, develops the
concept of bitmap compression to improve storage efficien-
cy, achieving both small memory requirement and almost
constant lookup time. Hence much faster SRAM chips
can be employed to replace SDRAMs. However, its spe-
cially designed memory organization is un-scalable for
IPv6 or large route tables. Furthermore, it is known to
be very hard to update since it needs leaf-pushing. The
Eatherton’s Tree Bitmap algorithm [7] improves upon
Lulea by creating a data structure (with two kinds of bit-
maps, Internal Bitmap and External Bitmap) which does
not require leaf-pushing and therefore supports fast incre-
mental updates. An implementation of the Tree Bitmap
algorithm, referred to as Fast IP Lookup (FIPL) [8], shows
that a storage requirement of about 6.3 bytes per prefix and
performance of over one million lookups per FIPL engine
can be achieved. However, FIPL uses a fixed lookup stride
of four at each level, hence for each IP address lookup it
may require more than 32/4 = 8 memory accesses in the
case of IPv4, and 128/4 = 321 in the case of IPv6, which
make it also infeasible for IPv6 migration.

Ternary Content Addressable Memory (TCAM) is a fully
associative memory that allows a ‘‘don’t care’’ state to be
stored in each memory cell in addition to 0s and 1s. Since
the contents of a TCAM can be searched in parallel and the
first matching result can be returned within only a single
memory access, TCAM-based scheme is very promising
in terms of building a high-speed LMP lookup engine
[9,10]. Moreover, TCAM-based tables are typically much
easier to manage and update than trie-based ones. Howev-
er, on the other hand, the high cost to density ratio and
high power consumption of TCAM prevent it from being
widely adopted in building route lookup engines. This sit-
uation will get even worse when migrated to IPv6, since
the storage requirement for TCAM-based tables also grows
linearly with the address length.

A good IP (v6) address lookup scheme should have the
following features. (1) High enough lookup throughput to
support high-speed interface even in the worst case (i.e.,
minimum-sized packets coming in back-to-back); (2) small
memory requirement, making it practical to be implement-
ed with small but fast memory chips or on-chip caches; (3)
scalability with the key length, maintaining the lookup
time, and memory requirement at a feasible low level when
migrated to IPv6; (4) Low update cost, to cope with the
instability of the BGP protocol.

In this paper, we develop a novel lookup scheme which
can achieve all the features mentioned above. The main

contributions of the paper are threefold: first, we introduce
a series of trie-associated concepts and terms, presenting a
new and explicit view of the IP lookup problem and the
related techniques/methods. Second, by analyzing
real-world IPv4 route tables and several IPv6 ‘‘initial allo-
cation’’ route tables, we not only provide a number of
informative observations on distributions of route prefixes
and several useful heuristics for lookup scheme designing,
but also build an IPv6 prefix generator according to these
observations and the recommendations from associative
RFC and RIPE documents. This is very essential for cur-
rent IPv6 lookup scheme performance evaluations, since
the available ‘‘future-like’’ IPv6 route tables are not suffi-
cient. Finally, based on those observations, we develop a
novel Dynamic Variable-Stride Bitmap Compressing lookup

scheme with Path Compression (DVSBC-PC) and a further
optimized scheme with mixed CAM device (DVSBC-PC-
CAM).

The rest of the paper is organized as follows. Section 2
presents several trie-associated concepts and terms. In Sec-
tion 3, we list a number of informative observations on dis-
tributions of route prefixes, present several useful heuristics
for lookup scheme designing, and develop an IPv6 prefix
generator for performance evaluation. Section 4 describes
the dynamic variable-stride bitmap compressing IP lookup
scheme with path compression (DVSBC-PC) and a further
optimized scheme with mixed CAM mechanism (DVSBC-
PC-CAM). Section 5 presents the experimental results and
performance evaluation of the proposed scheme, as well as
the comparison with other schemes. Finally, a conclusion is
drawn in Section 6.

2. Definitions and terms for IP address lookup and the trie

system

In our opinion, the prefix trie system is more than a
tool to introduce trie-based algorithms. In addition to
an important data structure in both route table organiza-
tion and route lookup implementation, it is also very
helpful in acquiring a better understanding of the LPM
problem. In this section, for the sake of providing intu-
itions for IP address lookup scheme design and present-
ing an explicit view of the trie system, we introduce/
develop a set of definitions and terms, which will be used
throughout the paper.

2.1. Definition: IP address

The bits in a specific IPv6 address are ordered as shown
in Fig. 1, where the 1st bit (MSB) lies in the leftmost posi-
tion and the 128th bit (LSB) lies in the rightmost position.
And we let IP[i � j] denotes the set of the ith to jth bits of
an IP address.

1 Actually, as reported by the authors, three additional memory accesses
are needed.

1 2 3 4 …… 127 128

Fig. 1. IP address format.
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