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Abstract

Network applications and users have very diverse service expectations and requirements, demanding for provisioning different levels
of quality of service on the Internet. As the speed of network links has been rising at a pace that exceeds that of the growth in the buffer
size, packet loss rate differentiation has been an active research topic. However, none of the existing packet dropping schemes for loss
rate differentiation considered an important issue, that is, the retransmission overhead of dropped packets. In this paper, we design a
hop-count based probabilistic packet dropper (HPPD) for congestion mitigation and loss rate differentiation. HPPD aims to meet a
unique two-fold objective by two-dimensional loss rate differentiation: the primary one is the congestion mitigation that aims to reduce
congestion in the first place by dropping intra-class packets differently based on their maturity levels to reduce retransmission cost; the
other is inter-class proportional loss rate differentiation. The maturity level of a packet, the number of hops it has travelled, is inferred
from its time-to-live value in the IP header. We propose a novel intra-class nth-root proportional dropping scheme. The scheme reduces
retransmission cost by giving higher dropping probabilities to less mature packets while all packets have their forwarding chances. The n

is a controllable parameter trading off dropping fairness for congestion mitigation. It provides great controllability to network operators.
Simulation results show that HPPD can significantly mitigate the congestion by reducing the retransmission overhead of dropped pack-
ets and achieve the proportional loss rate differentiation at the same time.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

There is an increasing demand of provisioning differ-
ent levels of quality of service (QoS) on the Internet to
support different types of network applications and
various user requirements. Differentiated Services (Diff-
Serv) is one of the major efforts to meet the demand
[1]. It aims to provide differentiated services between
classes of aggregated traffic flows within a router, rather
than to offer QoS guarantees to individual flows. To
receive different levels of QoS, packets are assigned with
different service types or traffic classes at the network
edges. DiffServ-compatible routers in the network core

perform stateless prioritized packet forwarding or drop-
ping, so called ‘‘per-hop behaviors’’ (PHBs), to the clas-
sified packets. Due to its per-class stateless processing,
the DiffServ architecture exhibits a good scalability.
There are two basic schemes to DiffServ provisioning.
Absolute DiffServ aims to provide statistical assurances
for a class’s received performance measures, such as a
minimum service rate or maximum delay. Relative
DiffServ is to quantify the quality spacings between dif-
ferent classes. The proportional differentiation model is
popular due to its proportionality fairness and predict-
ability [3,4].

Packet delay and loss rate are two key QoS metrics con-
sidered in the DiffServ context. Both are caused by network
congestion that arises when the incoming traffic is close to
or exceeds the network router resources, i.e., link speed and
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buffer size. The likelihood of packet losses is a very impor-
tant performance measure for most of Internet traffic, and
it is especially important for peak workload control [3].
The past few years have witnessed that the speed of net-
work links has been rising at a pace that exceeds that of
the growth in buffer size [8]. As a result, packet loss rate dif-
ferentiation in high workload situations has been an active
research topic. There are a number of interesting differenti-
ated buffer management and packet dropping schemes.
PLR droppers in [3] aim to provide proportional loss rates
to different traffic classes according to their pre-specified
differentiation weights. JoBS in [15] extends the propor-
tional loss rate model by providing both absolute loss
and delay guarantees and proportional differentiations.
The proportional differentiation constraint is relaxed to
satisfy the absolute constraints when the two sets of con-
straints cannot be simultaneously satisfied. BRD dropper
in [8] seeks to minimize the loss rate differences between
traffic classes subject to the absolute loss constraints and
the relative loss constraints. Those dropping schemes are
able to effectively achieve their differentiation objectives.
However, none of them considered an important issue, that
is, the retransmission overhead of dropped packets.

A dropped packet might be retransmitted by protocols
such as TCP or by end applications. Intuitively, dropping
a packet which has travelled 20 hops results in more
retransmission overhead and hence heavier congestion in
networks than dropping a packet which has only travelled
2 hops. TCP’s strategy is to control congestion once it hap-
pens, instead of trying to avoid congestion in the first place.
An alternative to congestion control is congestion avoid-
ance, which is to predict when congestion is about to hap-
pen and then to reduce the rate at which end nodes send
data just before packets start being discarded. Previous
studies have found that hop count distributions at gate-
ways/routers are usually bell-shaped and the Gaussian dis-
tribution is a good first-order approximation; refer to [11]
for the hop count distribution of a well-connected commer-
cial server net.yahoo.com. To mitigate the congestion at
the first place, our motivation is that packets should be
given different dropping probabilities according to the
number of hops they have travelled so as to reduce their
retransmission overhead.

In this paper, we design a novel hop-count based prob-
abilistic packet dropper (HPPD). The hop count of a
packet is inferred from its time-to-live (TTL) value. HPPD
provides two-dimensional loss rate differentiation. Within a
traffic class, a less mature packet, which has a lower hop
count value, has higher probability to be dropped than a
more mature packet so as to reduce the retransmission
overhead for dropped packets. We refer to this as intra-

class loss differentiation. Between traffic classes, a packet
from a low priority class has higher probability to be
dropped than a packet from a high priority class. We refer
to this as inter-class loss differentiation. Thus, HPPD aims
to meet a two-fold objective: the primary one is the conges-
tion mitigation that tries to reduce congestion in the first

place by reducing retransmission overhead of dropped
packets; the other is proportional loss rate differentiation
for DiffServ provisioning. DiffServ is concerned with
PHBs, since it is stateless. However, TTL brings some glo-
bal state of a packet to the routers. The uniqueness of our
work lies in the use of hop count information inferred from
TTL in making differentiated packet dropping decisions so
as to achieve congestion mitigation and loss rate differenti-
ation at the same time.

There are two important considerations to the success of
HPPD, i.e., congestion mitigation, and fairness. A simple
way to reducing retransmission overhead is to drop packet
strictly according to their maturity levels. A packet with a
lower hop count will be always dropped before a packet
with a higher hop count if there is backlogged one. How-
ever, this kind of strict priority dropping may lead to star-
vation for packets from neighbor routers. A feasible
scheme should give packets with different hop count differ-
ent chances to be forwarded. We propose a novel intra-
class nth-root proportional dropping scheme for HPPD.
The n is a controllable parameter trading off dropping fair-
ness for congestion mitigation. Simulation results show
that HPPD can significantly mitigate network congestion
by reducing the retransmission overhead of dropped pack-
ets and achieve the proportional loss rate differentiation at
the same time.

The structure of the paper is as follows. In Section 2, we
review existing loss rate differentiation schemes. Section 3
presents the HPPD dropping strategies. Section 4 presents
the design and implementation issues. Section 5 focuses on
the performance evaluation. Section 6 concludes the paper
with remarks in future work.

2. Related work

Congestion control and avoidance has been studied
extensively in computer communications and networks.
Early studies in packet networks included slow start
[10], early random drop [7], and random early detection
[6]. There are recent studies in buffe management for
congestion mitigation and avoidance in wireless sensor
networks [2,5,9]. There are also recent studies that pro-
pose to utilize the loss information to design robust
active queue management [13,19]. Our approach is differ-
ent that it utilizes the hop count information, inferred
from TTL information, to execute loss rate differentia-
tion so as to reduce the retransmission cost of dropped
packets and mitigate the congestion in networks. It is
complementary to previous work on congestion mitiga-
tion and control.

Loss rate differentiation in packet networks is an active
research topic. Representative differentiated packet drop-
ping schemes include PLR(1), PLR(M), JoBS, and
BRD. PLR(1) and PLR(M) [3] were proposed for provid-
ing proportional loss rate differentiation. A packet class is
assigned a loss differentiation parameter. The PLR schemes
adjust the normalized loss rates so that they are eventually
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