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a b s t r a c t

Ordinary differential equation models in biology often contain a large number of parameters that must be
determined from measurements by parameter estimation. For a parameter estimation procedure to be
successful, there must be a unique set of parameters that can have produced the measured data. This is
not the case if a model is not uniquely structurally identifiable with the given set of outputs selected as
measurements. In designing an experiment for the purpose of parameter estimation, given a set of feasible
but resource-consuming measurements, it is useful to know which ones must be included in order to
obtain an identifiable system, or whether the system is unidentifiable from the feasible measurement set.

We have developed an algorithm that, from a user-provided set of variables and parameters or functions
of them assumed to be measurable or known, determines all subsets that when used as outputs give a
locally structurally identifiable system and are such that any output set for which the system is structur-
ally identifiable must contain at least one of the calculated subsets.

The algorithm has been implemented in Mathematica and shown to be feasible and efficient. We have
successfully applied it in the analysis of large signalling pathway models from the literature.

� 2012 Elsevier Inc. All rights reserved.

1. Introduction

Mathematical models of the chemical reactions in living cells
often consist of systems of ordinary differential equations describ-
ing the reaction rates. In many applications, the parameters in
these models are not directly measurable but only accessible indi-
rectly through their impact on measured entities, which typically
are time varying output signals responding to some applied pertur-
bation inputs to the system under study. There are many parame-
ter estimation methods, which, given a parameterized set of
candidate models, a model structure, and measured input-output
data, perform a numerical search to obtain good numerical values
of the parameters. However, a fundamental question to be an-
swered before such methods are invoked is if the model structure
in question is identifiable. Structural identifiability is a property of
a model structure that ensures that parameters can be uniquely
(globally or locally) determined from knowledge of the input-out-
put behavior of the system. It is not an uncommon situation that
model structures obtained by physical or chemical modeling are
unidentifiable, i.e., there is an infinite number of parameter values
that equally well describe the input-output data.

A large amount of literature has been devoted to the theoretical
characterization of identifiability, starting already in Kalman’s
work [1] for linear systems and in [2] for the nonlinear case, and
continuing until today, where [3–15] are just a few references. Be-
fore the work of Sedoglavic [12], the available methods for testing
structural observability/identifiability of nonlinear systems relied
on characteristic set or standard bases computation [6,8,7,10,11]
or the local state variable isomorphism approach [4,9,16]. The
complexity in the number of variables and parameters of these
methods grows too fast for them to be applicable to many realistic
biological models. In [12], a probabilistic seminumerical algorithm
is presented which finally allows for local structural identifiability
to be analyzed even for metabolic and signalling models with a few
hundred variables and parameters.

Structural identifiability, or rather the lack of it, is strongly
related to the existence of symmetries in the system which leave
the measured output invariant, i.e., the existence of variable and
parameter transformations that leave the output function(s) un-
changed. In [17,18], an algorithm is proposed for the calculation
of polynomial Lie point symmetries of systems of rational ordinary
differential equations. The existence of these methods for identifi-
ability analysis and symmetry calculation makes the problem of
designing an identifiable system, discussed here, tractable.

Any system can be made structurally identifiable by choosing
enough variables or functions of them to be measured. At the same
time, in order to decrease time and effort it is often desired to make
as few measurements as possible. Given a set of feasible, but
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resource-consuming measurements for the purpose of parameter
estimation, it is therefore helpful to be able to find small subsets
of these, that still allow the unique determination of all parame-
ters. In this paper, we focus on the problem of determining mini-
mal sets of variables or functions of them that when used as
outputs, make the model parameters and initial conditions struc-
turally identifiable. This problem has not received much attention
previously, possibly due to the difficulty of testing structural iden-
tifiability in the first place. The only reference we have been able to
find is [19], where an iterative majorization-minimization algo-
rithm is proposed for choosing a minimal set of state variables that
when chosen as output ensures identifiability. Its computational
complexity scales badly with the size of the problem ([19]) and
does not allow for the treatment of large ODE models. In this paper,
we propose an algorithm, the feasibility and efficiency of which has
been shown through a Mathematica implementation. Based on
model structure, the algorithm determines all minimal output sets
where variables and parameters or functions of them are selected
from a user-provided set of expressions assumed to be measurable
or known so that a locally structurally identifiable system is ob-
tained and such that any output set for which the system is struc-
turally identifiable contains at least one of the calculated sets as a
subset. The measurements are assumed to be perfect noise-free
time series since identifiability with this set-up is a necessary con-
dition for identifiability from realistic experimental data. The algo-
rithm with its Mathematica implementation has been successfully
applied in the analysis of, for example, large-scale signalling path-
way models.

2. Models, identifiability and problem formulation

The biochemical models considered in this paper are systems of
differential equations, representing mass balances for each bio-
chemical entity. They can normally be written in the form

_x ¼ f ðt; x;u; hÞ
xðt0Þ ¼ x0ðhÞ

�
ð1Þ

where x 2 Rn denotes the intracellular concentrations of the bio-
chemical entities and _x denotes the time derivative of x. The vari-
able u 2 Rr denotes the exogenous input to the system. The
symbol h 2 Rp denotes the vector of parameters in the rate expres-
sions or expressions for initial conditions of the model. In this paper
we assume that all elements of the vector-valued function f are ra-
tional functions of their arguments which is a common case for bio-
chemical models. At some places in the paper the dependence on t
will not be explicitly written for the sake of brevity. The initial con-
ditions of the system may sometimes have known numerical val-
ues, or they may be given as expressions of parameters. If no
information is given about the initial conditions we shall assume
that the xiðt0Þ:s are unknown parameters to be determined from
the outputs.

The property of (local) structural identifiability guarantees the
(local) uniqueness of the parameters h for a given input-output
structure corresponding to a set of measurements for the purpose
of parameter estimation. This set of measurements usually consists
of some metabolic concentrations and/or fluxes or combinations of
these, denoted by the vector y. The latter can then be written as a
vector-valued function g 2 Rm of the variables in x and the param-
eters h:

y ¼ gðx; hÞ; ð2Þ

or

yðtÞ ¼ gðxðtÞ; hÞ; ð3Þ

depending on the context.

For almost all values of xðt0Þ and h, the function yðtÞ is assumed
to be analytic in an open interval around t0 and its Taylor series
converges to the function value at each point in the interval. The

time derivatives of yðtÞ at t0 are given by
dyðjÞ

i
dt jt¼t0
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is the so-called Lie-

derivative. The expressions Lj
f g ¼ ðLj

f g1; . . . ; Lj
f gmÞ are functions of

t0; xðt0Þ and h. With t0 assumed to be fixed, consider the
ðnþ pÞ �m equations for xðt0Þ and h:
yðt0Þ ¼ gðxðt0Þ; hÞ
_yðt0Þ ¼ L1

f gðxðt0Þ; hÞ

..

.

yðnþp�1Þðt0Þ ¼ Lðnþp�1Þ
f gðxðt0Þ; hÞ

: ð4Þ

It can be shown (see [11,12,15]) that any further Lj
f g; j P nþ p are

dependent on the previous ones and so there is no need for further
equations based on the output derivatives to be considered. Con-
sider also the n equations corresponding to the initial conditions:

xðt0Þ ¼ x0ðhÞ: ð5Þ

We will define the system (1) to be locally structurally identifiable if
there is a locally unique solution to Eqs. (4) and (5) for almost all val-
ues of xðt0Þ and h. This is the property referred to throughout the
paper.

The above definition corresponds to local algebraic observabil-
ity as defined in [12] but we have avoided the introduction of more
advanced algebraic terminology.

Local structurally identifiability still allows for a countable sets
of parameters and initial conditions to produce exactly the same
output, that is, it only guarantees uniqueness of the parameters
and initial conditions within an open interval. However, it is clear
that local structurally identifiability is a necessary condition for
any parameter and state estimation procedure to be successful
and ensuring this property is therefore an important first step in
experimental design.

In the case of unknown initial conditions, both algebraic (as in
[12]) and differential-geometric (as in [2]) points of view lead to
the same test for structural identifiability, see [15], the so-called
rank test. The initial state values are important for the structural
identifiability analysis, as shown in [13]. In our case, allowing for
parameterized initial conditions, the rank test is modified in the fol-
lowing way. Instead of calculating rank, a basis for the nullspace of
the matrix
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is calculated. Then, we analyze whether any of the matrix’ null-vec-
tors provide directions in which xðt0Þ and h can be changed while
keeping (5) fulfilled. Each null-vector m ¼ ðm1; . . . ; mnþpÞ of the above
matrix corresponds to a derivation r ¼ m1

@
@x1
þ � � � þ mn

@
@xn
þ

mnþ1
@
@h1
þ � � � þ mnþp

@
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. If this derivation r is such that

rðxðt0Þ � x0ðhÞÞjxðt0Þ¼x0ðhÞ ¼ 0; ð7Þ

140 M. Anguelova et al. / Mathematical Biosciences 239 (2012) 139–153



Download English Version:

https://daneshyari.com/en/article/4500281

Download Persian Version:

https://daneshyari.com/article/4500281

Daneshyari.com

https://daneshyari.com/en/article/4500281
https://daneshyari.com/article/4500281
https://daneshyari.com

