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a b s t r a c t

In this paper, we propose a new approach for quantitative security analysis of computer systems. We
intend to derive a metric of how much private information about a computer system can be disclosed
to attackers. In fact, we want to introduce a methodology in order to be able to quantify our intuitive
interpretation of how attackers act and how much they are predictable. This metric can be considered
as an appropriate indicator for quantifying the security level of computer systems. We call the metric
‘‘Mean Privacy’’ and suggest a method for its quantification. It is quantified by using an information-the-
oretic model. For this purpose, we utilize a variant of attack tree that is able to systematically represent
all feasible malicious attacks that are performed to violate the security of a system. The attack tree, as the
underlying attack model, will be parameterized with some probability mass functions. The quantitative
model will be used to express our intuition of the complexity of the attacks quantitatively. The usefulness
of the proposed model lies in the context of security analysis. In fact, the analysis approach can be
employed in some ways: Among several options for a system, we can indicate the most secure one using
the metric as a comparative indicator. The security analysis of systems that operate under a variety of
anticipated attack plans and different interaction environments can be carried out. Finally, new security
policies, countermeasures and strategies can be applied to increase the security level of the systems.

� 2014 Elsevier B.V. All rights reserved.

1. Introduction

Ideally, we would like to have computer systems that are com-
pletely secure. Unfortunately, past and current experiences have
shown that even the best attempts to build secure systems are
not perfect. Generally speaking, the main sources of insecurity in
computer systems are as follows. First, during the design and
development phases, it would not be feasible to make a computer
systems’ software and hardware components completely free of
vulnerabilities. These vulnerabilities would be suitably exploited
to make the systems insecure. Second, the interaction environment
of systems with users is very complex. Thus, the behavior of
malicious attackers cannot be well understood. Third, with freely
available attacking tools, conducting a large number of attacks
against systems is a highly automated process. As a result, com-
pared with the past situation, it requires a lower skill level and
has a higher probability of success. Fourth, human-made errors
leading to security holes and flaws frequently occur. Usually, such

errors stem from the lack of sufficient experience and professional
competence. These errors, due to their human nature, are always
expected to be present, more or less.

In fact, the big advantage that attackers have is that they need
to find only a single weakness of a system, while the system
administrator must know and cover all weaknesses of the system
to obtain perfect security. We need to analyze security from a rel-
ative point of view. As a practical matter, it is strongly accepted
that an absolute system security level cannot be achieved. There-
fore, it is recommended to consider security as a quality of service
(QoS) attribute of systems (e.g., availability, reliability, delay, etc.)
so as to be able to quantify how much their security level can be
achieved. In other words, to validate the efforts made for securing
systems, it is necessary to obtain a quantitative metric indicating
their security level. Such a metric can characterize how good the
security efforts are and how much they can be trusted.

Ideally, the process of quantitative security evaluation of a com-
puter system can answer the following questions: With an initial
design, is the system needed to be redesigned to meet its security
requirements? With a default configuration, is the system needed
to be reconfigured to meet the security requirements? Can the
system provide a specified security level and meet the security
requirements? By how much can the desirable security be
achieved? What is the tolerance threshold of the system when
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confronted with attackers, that is, what the intensity level of mali-
cious attacks can be handled and responded by the system security
mechanisms? Answering such questions is a very useful task
because it can provide more insights into security issues of a sys-
tem under study. With the answers in hand, the security experts
can make appropriate decisions of how to change existing security
policies, services and mechanisms and define new ones.

To address such issues, we seek to find a way for the prediction of
the complexity level of an attack process against a system. It is desir-
able to estimate how much attack scenarios are predictable. We
define a new metric for the security analysis of computer systems
that is appropriately consistent with our purposes. We propose
the term ‘‘Mean Privacy’’ and a way for its quantitative evaluation.
It is a predictive measure of the level of diversity and sophistication
of attack scenarios. In fact, it is a good criterion that can be used to
quantify the intuitive view of how attackers may behave. Clearly, in
practice, we are not able to obtain exact values for security metrics.
Indeed, in most situations, the computation of the exact values of
the metrics is neither feasible nor necessary. The essential issue is
to derive a reliable criterion so that it will be possible to quantita-
tively compare systems from the security standpoint.

For this purpose, we suggest a probabilistic model for
describing an attack process and computing the respective metric.
We employ some ideas from the field of information theory and
apply them to our problem. The main idea behind this paper is
to extend the concept of entropy to perform security analysis. In
fact, this paper is our initial trends towards utilizing the funda-
mental concepts of information theory for developing a systematic
method of security evaluation. In order to compute the quantita-
tive metric, the proposed attack model needs to be parameterized
using suitable data. The input parameters to the model are attack
data and the output of the analysis process of the model is the
desirable metric.

This paper is generally organized as follows. In Section 2,
related works on security metrics are introduced. In Section 3,
the details of the proposed modeling approach, step by step, are
explained. In order to clarify the underlying concepts of the model
and its applications, an illustrative example is given in Section 4.
Finally, conclusions and future works are presented in Section 5.

2. Related work

The challenging area of quantitative security evaluation has
been received much more attention in recent years. In this section,
we want to provide a general overview of the most important
methods worked out in this important area of security analysis.
Due to the incomplete administrator’s knowledge of the behavior,
intent and skill level of attackers, the prediction of their behavior
would be a very difficult task. That is, due to the uncertainty in
the attack process, it cannot be completely captured. Thus, the
use of probabilistic and stochastic models and concepts in the area
of security evaluation can be an appropriate approach. As will be
shown, stochastic and probabilistic modeling techniques used in
the context of dependability evaluation, have been extended and
also used to evaluate certain security metrics. In a number of pub-
lications, state-based stochastic models, like Markovian models or
stochastic Petri nets, have been introduced as useful tools for quan-
titative security analysis. On the other hand, probabilistic models
have also extensively been used to evaluate security metrics. For
instance, some models such as attack graphs, Bayesian networks
and model checking can probabilistically be defined and analyzed.
In contrast to stochastic models, which are parameterized with
continuous probability distributions, these types of models are pri-
marily parameterized with discrete probability distributions.

Sallhammar et al. [1] suggest the use of game theory as a
method for computing the probabilities of expected attacker

behavior in a quantitative stochastic model of security. By viewing
system states as elements in a stochastic game, they compute the
probabilities of expected attacker behavior and model attacks as
transitions between the system states. Having solved the game,
the expected attacker behavior is reflected in the transitions
between the states in the system model, by weighting the transi-
tion rates according to probability distributions. The proposed
game model is based on a reward and cost concept and a detailed
evaluation of how the reward- and cost parameter influence the
expected attacker behavior is included. In the final step, continu-
ous-time Markov chain (CTMC) is used to compute operational
metrics of the system. In [2], Madan et al. used the state transition
model of the scalable intrusion-tolerant architecture (SITAR) pro-
posed in [3] and stochastic modeling techniques to capture the
attacker behavior as well as the system’s response to a security
intrusion. The security quantification analysis is first carried out
for steady-state behavior leading to metrics like steady-state avail-
ability. By transforming this model into a model with absorbing
states, they computed a security metric called the mean time to
security failure (MTTSF) and also the probabilities of security fail-
ure due to violations of different security attributes. Wang et al. [4]
developed a stochastic reward net (SRN) model to capture attacker
behavior as well as system response for the intrusion-tolerant sys-
tem named SITAR. It was shown that the resulting analysis is useful
in determining gains in security by reconfiguring such a system in
terms of increase in redundancy under varying threat levels.
Stevens et al. [5] described a probabilistic model for validating an
intrusion-tolerant system that combines intrusion tolerance and
security. The models were built with stochastic activity networks
(SANs) formalism using the Möbius tool. This paper illustrates
how probabilistic modeling can be used in an integrated validation
procedure and successfully brings insight and feedback to a design.
Also, Singh et al. [6] proposed an approach by using SANs to quan-
titatively validate an intrusion-tolerant replication management
system. For this purpose, they characterized the intrusion toler-
ance provided by the system through several metrics defined on
the model and studied the variations in these metrics in response
to changes in system parameters to evaluate the relative merits of
various design choices.

In [7], Kaâniche et al. presented some empirical analyses based
on the data collected from the Leurré.com honeypot platforms
deployed on the Internet. They provided some preliminary statisti-
cal modeling studies such as the analysis of the time evolution of
the number of attacks taking into account the geographic location
of the attacking machine, the characterization and statistical mod-
eling of the times between attacks and the analysis of the propaga-
tion of attacks throughout the honeypot platforms in order to
characterize attack processes. In [8], Jonsson et al. worked out a
hypothesis on typical attacker behavior based on empirical data
collected from intrusion experiments; attacking process can be
split into three phases: the learning phase, the standard attack
phase, and the innovative attack phase. The collected data indi-
cated that the times between breaches during the standard attack
phase are exponentially distributed. Oratalo et al. [9] provided the
results of an experiment of security evaluation. The evaluation is
based on a theoretical model called the privilege graph and trans-
formed into a Markov model, which describes the system vulnera-
bilities that may offer opportunities to potential attackers to defeat
some security objectives. They studied several modeling assump-
tions and discussed the validity of these assumptions based on
an experimental study performed on a real system during more
than a year.

McQueen et al. [10] proposed a new model for estimating the
time to compromise of a system component that is visible to an
attacker. The model provides an estimate of the expected value
of the time-to-compromise as a function of known and visible
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