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a b s t r a c t

Clustering in ad hoc networks is an organization method which consists in grouping the nodes into clus-
ters (groups) managed by nodes called clusterheads. This technique has been used for different goals as
routing efficiency, transmission management, information collection, etc. As far as we know, no existing
clustering algorithms have taken into account the trust level of nodes for clusterheads election. In this
paper, we propose a clustering algorithm for security in ad hoc networks that we called CASAN. CASAN
aims to elect trustworthy, stable and high-energy clusterheads that can be used to offer security for appli-
cation level. Simulations were conducted to evaluate CASAN in terms of clusters stability, load balancing
and number of hops to clusterheads. Furthermore, we compare CASAN performances to an existing clus-
tering algorithm called weighted clustering algorithm. Results show that it gives a convenient network
division with stable clusters and mainly one hop members.

� 2008 Elsevier B.V. All rights reserved.

1. Introduction

Ad hoc networks are temporary wireless networks where mo-
bile nodes rely on each other to keep the network connected with-
out the help of any preexisting infrastructure or central
administrator. These networks are generally formed in environ-
ments where it is difficult to find or settle down a network infra-
structure [1].

In this type of networks, nodes must collaborate and organize
themselves to offer both basic network services as routing and
management services as security. Clustering might be a suitable
technique for ad hoc networks to ensure efficiently these services.
It consists in dividing the network into clusters managed by
clusterheads.

An efficient clustering algorithm must adapt itself to frequently
and unpredictable topology changes known in ad hoc networks. It
must also generate stable clusters as much as possible to prohibit
their updates which can lead to update other information as rout-
ing, security, addressing and management information. However,
this technique can lead to the clusterheads congestion (processing,
routing, etc.). Moreover, signalling messages used for executing the
clustering algorithm and updating clusters can degrade the net-
work performances.

In the literature, different works have proposed clustering algo-
rithms for ad hoc networks [6–31]. These algorithms have different
purposes as routing efficiency, backbone formation and network
management. As far as we know, no existing clustering algorithms

have taken into account the trust level of nodes while electing clus-
terheads. For this purpose, we propose a new reactive clustering
algorithm for security in ad hoc networks called CASAN. This algo-
rithm aims to elect trustworthy clusterheads that can be used to
settle down many secured applications in ad hoc networks (public
key infrastructures, secure instant messaging, etc.). Thus, the trust
level of a node must be taken into consideration in the metric used
for clusterhead election. Furthermore, nodes energy, mobility, dis-
tance to neighbors and connectivity metrics are also used for clus-
terheads election to make CASAN result in trustworthy, stable and
high-energy clusterheads.

The rest of the paper is organized as follows: in Section 2, we
present clustering in ad hoc networks. In Section 3, we describe
the proposed clustering algorithm for security in ad hoc networks
(CASAN). Section 4 presents simulations conducted to evaluate the
performances of CASAN and compare it to an existing clustering
algorithm called weighted clustering algorithm(WCA). Finally, in
Section 5, we conclude the paper and outline our immediate future
work.

2. Clustering in ad hoc networks

In the literature, several clustering algorithms for ad hoc net-
works have been proposed [6–31]. These algorithms can be clas-
sified based on their goals. Dominating-Set-based algorithms[6–
9] try to reduce the number of nodes participating in relaying
routing information and data packets. These algorithms allow
to build hierarchical addresses and reduce the overhead costs
imposed by routing. The size of routing tables is considerably
minimized and routing could be accomplished via backbones.
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Other works have proposed mobility aware [10–14], low mainte-
nance [15–18], energy efficient [19–21] and load balancing [22]
clustering algorithms to divide the network into stable, balanced
and long lifetime clusters that could be useful for upper layer
protocols such as routing or management protocols. These algo-
rithms use only one metric (node identification, connectivity, en-
ergy, mobility) for clusterheads election. Other clustering
algorithms [23–26] use combined metrics with weighting factors
for clusterheads election. The combined metric is a linear func-
tion of nodes characteristics such as mobility, energy, distance
to neighbors and connectivity. Then, weighting factors can be
adjusted according to the final application scenario. Recently,
researchers have given much more importance to the application
scenario of a clustered network such as network initialization
[27,28], efficient data collection [29] where clusterheads can
aggregate their members information before sending it and effi-
cient monitoring [30,31] where clusterheads monitor traffic
within their clusters and communicate with other clusterheads
for cooperative traffic analysis, misbehavior or intrusion detec-
tion. Although these two last algorithms were designed for secu-
rity purposes, they give all nodes the same chance to become
clusterheads without taking into account neither their capacity
nor their trust level or physical security.

As far as we know, despite the high number of existing clus-
tering algorithms, no one have taken into account the trust le-
vel of nodes while electing clusterheads. CASAN is a reactive
clustering algorithm for security in ad hoc networks. It will al-
low a network division over which we can implement many se-
cured applications. For example, a distributed public key
infrastructure can be implemented in the ad hoc network. Many
works in the literature [3,2] have proposed distributed public
key infrastructures for ad hoc networks where central authority
services (certificate renewal, revocation, validation, etc.) were
distributed over K servers (nodes). However, these works did
not explain how to select or elect the K servers. CASAN would
be suitable for this type of application where the trustworthy
clusterheads will ensure distributed public key infrastructure
(PKI) services.

While designing CASAN, we seek for a suitable division of the
network (number of clusters generated with balanced load), clus-
ters stability to prohibit management information updates and
minimizing the overhead.

3. CASAN: clustering algorithm for security in ad hoc networks

In this section, we describe, in a first step, CASAN metrics. In a
second step, we give its election protocol and update policy. The
algorithm is executed for only one time (at the system bootstrap-
ping). Then the updating policy is locally invoked after mobility
or to attach new nodes joining the network.

3.1. CASAN metric components

To decide how much a node is suited for being a clusterhead to
offer security services, we take into consideration the following
characteristics:

� The node trust level (T): Clusterheads will ensure security ser-
vices. Thus, we should elect trustworthy nodes as clusterheads.
Nodes with a trust level less than a threshold Trust min (defined
by the network application) will not be accepted as candidate
for being clusterheads even if they have other interesting char-
acteristics as high energy or low mobility. Each node is assigned
a static trust level by the application. However, this level can be
decreased if nodes are misbehaving.

� The node mobility (M): We aim to have stable clusters. So, we
should elect nodes with low relative mobility as clusterheads.
To characterize the instantaneous nodal mobility, we will use
a simple heuristic mechanism [4] where each node i estimates
its relative mobility index Mi by implementing the following
procedure:
– Sends periodic hello messages (including its current mobility

index Mi). To minimize the overhead, these hello messages
will be also used for clustering.

– Estimates the distance change Dði; jÞ for each neighbor j from
consecutive received hello messages (it is known that the
received signal power density is inversely proportional to
the square of the distance between the transmitter and the
receiver).

– Updates its mobility index Mi: after receiving all neighboring
hello messages, node i computes its mobility index by sum-
ming up all distance changes with different weights so that
larger received mobility indexes have smaller weights.

– Sends the new estimated mobility index Mi in the next hello
message.
The mobility index is computed as given in Eq. 1.

Mi ¼
Xn

j¼1

WjDði; jÞ ¼
Xn

j¼1

1
MjPn

k¼1
1

Mk

Dði; jÞ ð1Þ

� The distance to neighbors (D): It is better to elect the node with
the nearest members as a clusterhead. This might minimize
node detachments and enhances clusters stability. D is com-
puted as the cumulative mean square distance to neighbors
divided by the total number of neighbors. The list of neighbors
can be dynamically computed using hello messages while the
distance to each neighbor can be estimated from the signal
strength of a received hello message.

� The node remaining energy (E): We should elect nodes with high
remaining battery power as clusterheads since they will offer
security services to ordinary nodes. E can be easily retrieved
from the node at any time.

� The node connectivity degree (C): We should not elect nodes with
very high or very low connectivity as clusterheads. In the first
case, they will be congested and their battery power will drop
rapidly. In the second case, the clusters size will be very low
and we will not take advantage of clustering.

3.2. Clusterheads election protocol

Each node broadcasts a hello message with TTL ¼ 1 (Time To
Live) including its identification and mobility index. Then, each
node with a trust level less than a threshold Trust min launches a
timer CTimer and executes the non-trustworthy nodes procedure
described in Section 3.2.2 while each node with a trust level great-
er than the threshold Trust min launches a timer HTimer and exe-
cutes the trustworthy nodes procedure described in the next
section.

3.2.1. Trustworthy nodes procedure
Each node:

� Waits until its HTimer expires.
� Computes its connectivity degree C which is equal to the total

number of distinct hello messages that it has received.
� Broadcasts its metric components (T;M; E;C; and D) with

TTL ¼ 1.
� Uses received metric components of its neighbors to compute its

weight as well as its neighbors weights according to the follow-
ing steps:
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