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a b s t r a c t

Real-time characterization of network traffic anomalies, such as heavy hitters and heavy

changers, is critical for the robustness of operational networks, but its accuracy and scalabil-

ity are challenged by the ever-increasing volume and diversity of network traffic. We address

this problem by leveraging parallelization. We propose LD-Sketch, a data structure designed

for accurate and scalable traffic anomaly detection using distributed architectures. LD-Sketch

combines the classical counter-based and sketch-based techniques, and performs detection

in two phases: local detection, which guarantees zero false negatives, and distributed detec-

tion, which reduces false positives by aggregating multiple detection results. We derive the

error bounds and the space and time complexity for LD-Sketch. We further analyze the im-

pact of ordering of data items on the memory usage and accuracy of LD-Sketch. We compare

LD-Sketch with state-of-the-art sketch-based techniques by conducting experiments on traf-

fic traces from a real-life 3G cellular data network. Our results demonstrate the accuracy and

scalability of LD-Sketch over prior approaches.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Characterizing traffic anomalies is important for admin-

istrators to maintain the robustness of a network. There are

two types of anomalies that are of particular interest: flows

with persistently large data volume (known as “heavy hit-

ters”) and flows with abrupt changes of data volume (known

as “heavy changers”), since they may imply the existence

of denial-of-service attacks, component failures, or service

level agreement violation. Traffic anomalies are detrimental

to network robustness and must be detected and suppressed

in real-time.

✩ Note: An earlier conference version of the paper appeared in IEEE IN-

FOCOM 2014 [15]. We extend our proposed design with the consideration

of the ordering of data items (Section 5). We also correct the flaws of the

lemmas and theorems in our conference version.
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However, today’s IP networks continuously grow in size

and complexity. Thus, characterizing traffic anomalies in

real-time becomes more challenging, particularly in two

aspects:

• Enormous key space. The complexity of anomaly detec-

tion is overwhelmed by the number of keys being mon-

itored. For example, 5-tuple network flows are defined

by 104-bit keys (i.e., source/destination IP addresses,

source/destination ports, and protocols). Keeping track of

2104 flow keys can imply huge memory usage.

• Line-rate packet processing. Packet processing must keep

pace with the increasing line rate to meet the real-time

requirement. Conventional single-processor platforms no

longer provide enough computational power to achieve

this goal. To improve scalability, anomaly detection needs

to be performed on distributed packet streams in par-

allel. However, providing both accuracy and scalability

guarantees becomes challenging when aggregating the

detection results from multiple sources.
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Anomaly detection has been extensively studied in the

context of data streaming. To deal with the enormous

key space, counter-based techniques (e.g., [12,19–21]) and

sketch-based techniques (e.g., [4,5,7–11,13,16,17,23]) propose

space-efficient data structures for anomaly detection and de-

rive error bounds. Counter-based techniques use an associa-

tive array to monitor frequent items and are designed for

heavy hitter detection; sketch-based techniques project data

items into a subset of buckets in a summary called sketch

and are designed for both heavy hitter and heavy changer

detections. Although theoretically sound, such techniques

are mainly studied and evaluated in the single-processor

paradigm. With the emergence of distributed streaming ar-

chitectures (e.g., Flume [2], S4 [22], and Storm [25]), an open

issue is to seamlessly parallelize such techniques to achieve

accurate and scalable anomaly detection.

In this paper, we study the traffic anomaly detection

problem from both theoretical and implementation perspec-

tives. We propose LD-Sketch, a novel sketching design that

combines the counter-based and sketch-based techniques

to accurately and scalably detect heavy hitters and heavy

changers using distributed architectures. Its main idea is

to augment a sketch in which each bucket keeps track

of anomaly candidates in an associative array, similar to

counter-based techniques. We enhance our counter-based

technique to allow the associative array to be dynamically

expandable based on the current number of anomaly can-

didates associated with the bucket. LD-Sketch performs de-

tection in two phases: (i) local detection, which guarantees no

false negatives and identify the anomaly candidates (includ-

ing true anomalies and false positives) in a single compute

node called worker, and (ii) distributed detection, which re-

duces false positives (with a slight increase in the false nega-

tive rate) by combining detection results from multiple work-

ers. Thus, not only do we exploit streaming architectures to

improve scalability, but we also use their distributed nature

to improve the detection accuracy.

In summary, we make the following contributions:

• We design LD-Sketch, which enables accurate and scal-

able detection of heavy hitters and heavy changers and

is seamlessly deployable in distributed architectures. We

derive the error bounds, space complexity, and time com-

plexity when LD-Sketch is used in both local detection

(i.e., using a single worker) and distributed detection (i.e.,

using multiple workers).

• We analyze how the ordering of data items influences the

memory usage and accuracy of LD-Sketch. By leveraging

the ordering property of data items, we propose two en-

hancement heuristics that respectively reduce the mem-

ory usage and the false positive rate of LD-Sketch.

• We implement and compare LD-Sketch with state-of-the-

art sketch-based techniques by conducting trace-driven

experiments using traces from a real-life 3G cellular net-

work. We show that LD-Sketch achieves higher accuracy

than other approaches, and improves accuracy and scala-

bility using multiple workers in a distributed setting.

The rest of the paper proceeds as follows. Section 2

formulates the heavy hitter/changer detection problem.

Sections 3 and 4 describe and analyze the local and dis-

tributed detection procedures of LD-Sketch, respectively.

Table 1

Major notation used in the paper.

Notation Meaning

Defined in Section 2

p Number of remote sites

q Number of workers

[n] Key domain

(x, vx) Data item with key x and value vx

S(x) True sum for key x in an epoch

D(x) True difference for key x between two adjacent epochs

U Total sum of the values of all keys in an epoch

φ Heavy key threshold

H Maximum possible number of heavy keys

r Number of rows in a sketch

w Number of buckets in one row in a sketch

(i, j) The jth bucket in row i, where 1 ≤ i ≤ r and 1≤ j≤w

fi Hash function {0, 1, . . . , n − 1} → {1, 2, · · · , w} for row i

Defined in Section 3

Vi, j Counter value of bucket (i, j) in the sketch

Ai, j Associative array in bucket (i, j)

(Ai, j[x] denotes the counter value of key x)

li, j Maximum length of array Ai, j

ei, j Maximum error for keys in bucket (i, j)

T Expansion parameter

k Current expansion number (starting from zero)

Slow
i, j

(x) Lower estimated sum for key x in bucket (i, j)

Sup
i, j

(x) Upper estimated sum for key x in bucket (i, j)

Di, j(x) Estimated difference for key x in bucket (i, j)

ε Approximation parameter in local detection

δ Upper bound of error probability

Defined in Section 4

γ Approximation parameter in distributed detection

d Number of workers to which a key is distributed

Defined in Section 5

k̂i, j Controlled expansion number

ti, j Number of distinct keys in bucket (i, j)

t≥
i, j

Number of keys satisfying S(x) ≥ T in bucket (i, j)

V ≥
i, j

Total sum of the values of all keys satisfying S(x) ≥ T in

bucket (i, j)

V <
i, j

Total sum of the values of all keys satisfying S(x) < T in

bucket (i, j)

k≥
i, j

Integer such that k≥
i, j

T ≤ V ≥
i, j

< (k≥
i, j

+ 1)T

k<
i, j

Integer such that k<
i, j

T ≤ V <
i, j

< (k<
i, j

+ 1)T

Section 5 studies the impact of ordering of data items

and proposes two enhancement heuristics for LD-Sketch.

Section 6 presents our trace-driven evaluation results.

Section 7 reviews related work, and finally Section 8 con-

cludes the paper. We also present our proofs of lemmas in

Appendix.

2. Problem formulation

We formulate the problem of heavy hitter/changer detec-

tion (which we collectively call heavy key detection). Table 1

summarizes the major notation in this paper.

2.1. Distributed heavy key detection

We first describe the distributed architecture, as shown

in Fig. 1, on which our heavy key detection problem is for-

mulated. Our architecture is based on that of [6]. Specifically,

we consider an architecture with p ≥ 1 remote sites and q ≥
1 workers. A remote site is the source of a data stream, while

a worker performs heavy key detection based on the streams

from multiple remote sites. The architecture has a bipartite
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