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a b s t r a c t

Modern data centers need to satisfy stringent low-latency for real-time interactive applica-

tions (e.g. search, web retail). However, short delay-sensitive flows generated from these ap-

plications often have to wait a long time for memory and link resource occupied by a few

of long bandwidth-greedy flows because they share the same switch output queue (OQ). To

address the above flow interference problem, this paper advocates more fine-grained flow

separation in the switches than traditional OQ. We propose CQRD, a simple queue manage-

ment scheme for data center switches, without change to the transport layer and requiring

no coordination among switches. Through simulations, we show that CQRD can reduce the

flow completion time (FCT) of short flows by more than 25% in a single switch and up to 50%

in a multi-stage data center network, only at the cost of a minor goodput decrease of large

flows. Additionally, just a 50% deployment of CQRD in top-of-rack (ToR) switches can lead to

a ∼10–24% FCT reduction of short flows. Moreover, CQRD can improve short flows’ FCT by

∼30–40% from OQ switches, using DCTCP (Alizadeh et al., 2010) [2] transport in DCN. Further-

more, we validate the feasibility of CQRD approach by implementing an 8 × 8 logical CQRD

switch through simply changing the configurations of existing commodity switches. Also, we

use a small testbed experiment to verify the implementation and the effectiveness of CQRD to

alleviate flow interference in real environment.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

As people and business increasingly rely on the Inter-

net in their daily life and work, the performance require-

✩ This paper was previously presented in part [1] at LCN’14, Edmonton

Canada, September 2014. Extensions to the conference version include de-

tailed description to the CQRD approach and analysis to its impact on TCP

performance. Also, we discuss how CQRD co-works with transport methods

with adaptive rate control schemes. Moreover, a small-scale implementation

and testbed experiments are added. Additionally, new experiments about in-

cremental deployment, the impact of different buffer sizes, and transport

methods with adaptive rate control schemes to CQRD’s performance, are

added in this paper.
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ment on the data center networks (DCN), where most of

the Internet applications are hosted, has become more strin-

gent. However, recent studies have shown that short delay-

sensitive flows from the real-time interactive applications

(e.g. search, web retail), although contributing to majority of

flows in DCNs [3], often have to wait a long time at switches

for buffer and bandwidth resources occupied by a few of

long bandwidth-greedy flows (e.g. backup, replication etc.).

This causes a dramatic increase to the flow completion time

(FCT) of most short flows, which can be more than 10 times

higher [2].

As analyzed in many recent studies [2,4–6], the funda-

mental reason for the above mentioned performance degra-

dation is that the commodity DCN switches’ traditional and

coarse (output queue, or OQ) queue management schemes

are not suited well for the DCN traffic characteristics, causing
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unnecessary flow interference. We define that two flows are

interfered by each other, when they pass through a switch

while overlapping in time, and contend for some shared re-

sources at switches, such as queue memory, or link capac-

ity, etc. Many transport layer solutions [2,4,7,8] have been

proposed to get around the coarse queue management prob-

lem by optimizing flows’ rate assignment to keep the switch

queues near empty. However, precise rate control is a great

challenge due to the bursty traffic in DCN. Thus, only us-

ing these transport methods, flow interference can still hap-

pen in the coarse OQ due to flow burstiness. Therefore, a

more fine-grained queue management scheme could be a

good complement to these transport methods (more anal-

ysis in Section 4.3.3 and shown by experiments in Section

6.6). Moreover, all these transport approaches need to mod-

ify end host’s protocol stack, which makes them facing some

deployment difficulties. Another direction to solve the above

performance degradation problem is flow scheduling [5,6].

These methods try to implement optimal flow scheduling to

minimize the FCT of short flows. However, these solutions re-

quire significant changes on existing software or hardware of

end hosts or switches, which are challenging to deploy. Fur-

thermore, using these flow scheduling methods, small flows

may still be interfered by long flows in original OQ switches,

because of non-optimal scheduling [5] and long scheduling

latency [6]. A fine-grained queue management scheme could

also be complementary to these methods. More detailed dis-

cussion about related works is in Section 2.

Different from these previous approaches, we address the

DCN flow interference problem by directly tackling its root

cause: coarse switch queue management schemes. Hence,

we argue that the DCN flow interference, especially for the

interference between large number of small delay-sensitive

flows and a small number of giant flows, calls for a more fine-

grained queue management than the current output queue

(OQ) in the commodity DCN switches in order to alleviate

the flow interference problem in DCNs. Toward this direc-

tion, in this paper we propose a simple1 queue manage-

ment scheme, crosspoint-queue with random-drop (CQRD).

In CQRD, a separate queue is assigned to each pair of input

and output port, and packets are randomly dropped upon the

full of crosspoint-queue (or randomly marked with ECN [9]

tag upon the queue length above the threshold). This paper

presents the design, analysis, implementation and evaluation

of CQRD, to alleviate flow interference in DCN. Our contribu-

tions can be summarized as follows:

• We revisit the mature crosspoint-queue and random-

drop techniques, and combine them together into a

simple fine-grained queue management scheme named

CQRD, to solve flow interference problem in DCN. These

two underlying techniques are widely used in current

switching hardwares [10,11], which makes it simple to

implement CQRD. Moreover, the proposed approach re-

quires neither any coordination among switches, nor

modification to end hosts, which makes it easy to deploy.

1 By “simplicity”, in this paper, we mean that the CQRD design is easy

to understand without much complexity, and the implementation is easy

based on existing and mature underlying techniques.

• For DCN environment which uses adaptive transport rate

control based on ECN [9] (e.g. DCTCP [2] ), we accordingly

design CQRD with a random-mark scheme (see Section

4.3.3) besides random-drop for traditional TCP environ-

ment. A hybrid of CQRD and transport layer methods

achieves even better performance.

• We implement an 8 × 8 logical CQRD switch through sim-

ply modifying the configurations of existing commodity

switches, which validates the simplicity and feasibility of

CQRD’s approach.

• Through simulations, we show that CQRD significantly re-

duces the flow completion time of short flows by more

than 25% in a single switch and up to ∼50% in a multi-

stage data center network, only potentially at the cost of

a minor goodput decrease for large flows. Furthermore,

CQRD can be incrementally deployed. Just a 50% deploy-

ment of CQRD in ToR switches leads to a ∼10–24% FCT

reduction of short flows. Moreover, we show that CQRD

can further improve short flows’ FCT by ∼30–40% from

OQ switches, using DCTCP transport in DCN. Also, we con-

duct a small testbed experiment to verify the CQRD im-

plementation and the effectiveness of CQRD to alleviate

flow interference in real environment.

The rest of the paper is organized as follows. We review

the related works in Section 2. In Section 3, we use analy-

sis and simulation to study flow interference and its perfor-

mance impact in traditional OQ, HCF (state-of-the-art switch

queue management for DCN) [12], and classic CQ [10]. In

Section 4, we present the CQRD approach and theoretically

analyze how it can alleviate flow interference in DCN. In

Section 5, we introduce our implementation of a small scale

CQRD switch and discuss the implementation of a large scale

CQRD switch through application-specific integrated circuit

chips (ASIC). In Section 6, we use simulation experiments

to show that CQRD greatly improves the overall DCN per-

formance, both at fully and partially deployment. Also, we

study the impact of different buffer sizes to CQRD’s perfor-

mance. Additionally, we show that a hybrid of CQRD and

transport layer methods could achieve even better perfor-

mance. In Section 7, we evaluate CQRD in a small testbed.

Finally we conclude in Section 8.

2. Related works

Long delay of short delay-sensitive flows due to flow in-

terference is a well known problem in data center network.

We describe several solutions below and illustrate the differ-

ence between CQRD and them.

2.1. Transport layer rate control

A major direction of prior work uses transport layer rate

control to reduce flow completion time of short flows. DCTCP

[2] and HULL [7] apply adaptive rate control schemes based

on ECN [9] and packet pacing, to control the rate of giant

flows. By keeping the queue size of switches near empty,

they improve the overall FCT of short flows. D2TCP [8] uses

the deadline information for rate control, which allocates the

rate of each flow according to their deadline information.

However, as also pointed out by their own authors [6],

precise rate control is challenging due to the bursty traffic
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