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Online social networks (OSNs), such as Twitter and Sina Weibo, have become important
platforms for generating and spreading information on the Internet. On these OSNs, the
“follow model” has become a popular way to discover information; i.e., a user subscribes
to content generated by others by following them as information sources. The content
producers are called followees. Due to human beings’ limited attention capacity and the
constraints imposed by OSNs, a user can only follow a few followees. The question then
arises: which subset of followees shall we follow so that we can discover the most infor-
mation in an OSN in a timely fashion? To solve this problem, we present a randomized
method that does not require complete OSN data and is well suited for third parties who
do not own OSN data. Our method is based on the birthday paradox and is mathematically
tractable for analysing its solution quality and computational efficiency. Moreover, we find
that the power-law structure of real-world OSNs can further improve the solution quality
of our method. Experiments conducted on two real datasets demonstrate that our method

can create a good trade-off between solution quality and computational efficiency.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

As platforms for communicating with friends, updating
status and sharing information, online social networks
(OSNs), such as Twitter and Sina Weibo, have become
extremely popular. These platforms provide users with
near-real-time services that can be accessed across
multiple devices at any Internet-enabled venue. Due to
their large user bases and ubiquitous services, microblogs,
where users act as sensors reporting events happening
around them, become essential news sources, i.e., the
so-called social media [1,2]. In fact, social media have
attracted surveillance from conventional media outlets to
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discover breaking news and from governments to detect
signals of riots. For example, the death of Osama bin Laden
was first reported on Twitter rather than traditional news
media [3], and, during the period of England riots, people
used social media to organize [4].

The emergence of social media has changed the way we
discover information. Traditional ways, such as information
retrieval, rely on user-specified queries (e.g., keywords) to
retrieve the information from indexed data [5-7].
However, specifying explicit queries might be difficult, as
keywords for time-evolving and emerging information
are highly dynamic [8] and unpredictable (e.g., the death
of bin Laden [3]). In recent years, the follow model [9]
has become a convenient way to discover information. A
microblog user, say, Alice, obtains information mainly
from her timeline, which comprises tweets generated by
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users she follows, called her followees' in the follow model.
Once a new tweet is posted by a user, it spreads to the user’s
followers and their followers iteratively, depending on
whether users retweet the message. Finally, the tweet
appears in Alice’s timeline with a certain probability and time
delay. Such probability and time delay mainly depend on
which subset of followees Alice chooses to follow. By
choosing different followees as her information sources,
Alice can discover varied information with different time
delay from the aggregated tweets in her timeline.

In the current information era, common goals that
people want to achieve are to discover as much informa-
tion as possible, i.e., maximize information coverage, and
to obtain the information as soon as possible, i.e., minimize
time delay. To achieve this, it seems that if Alice can follow
all microblog users, then she will discover all information
with zero time delay. However, due to human beings’ lim-
ited attention capacity [11] and the constraints imposed by
OSNs (e.g., a user on Twitter and Sina Weibo can follow at
most 2000 users, in general [12,13]), Alice can only follow a
few followees (or budgeted followees). Consequently, a
problem arises: how to optimally choose these budgeted
followees as information sources to maximize information
coverage and minimize time delay?

The above problem is challenging. Selecting a subset of
items from a population to maximize some specified utility
function is a classical combinational optimization problem
that has been studied for decades, e.g., the set cover prob-
lem [14], knapsack problem [15], influence maximization
problem [16,17], and sensor placement problem [18,19].
These problems have been proven to be NP-hard, and we
can only obtain suboptimal solutions using approximate
algorithms. However, as we will see in Section 3, these
algorithms cannot be applied to our problem and they do
not scale to handle modern large-scale OSNs which have
hundreds of millions of users.

Another challenge we face is that we are constrained
to solving the problem from the perspective of a third
party. A third party does not own OSN data. OSN compa-
nies own users’ data, but there is a lack of cooperation
from OSN companies due to user privacy and business
secrecy concerns. Thus, third parties can only use the
public APIs to crawl the data. However, OSN companies
usually impose barriers to limit large-scale crawling by
third parties [20] and restrict the request rate of APIs.
For example, Twitter and Sina Weibo allow a user to issue
at most 350 and 150 requests per hour, respectively
[21,22]. As a result, it is practically impossible for third
parties to crawl the complete data, and one has to
consider the query cost (i.e., the number of API calls)
while achieving the goal of selecting budgeted followees.
We would like to note that most of the existing works
[18,19,23] have ignored this second challenge and
assumed that the complete data are available in advance.
This assumption limits the practical application of exist-
ing methods, and the goal of this work is to fill this
research gap.

! The Oxford dictionary defines a followee as a person who is being
tracked on a social media website or application [10].

In this work, we present a framework to select a subset
of users as followees to maximize the information cover-
age and minimize the time delay from incomplete data
obtained via graph sampling methods. Our method guar-
antees both solution quality and computational efficiency
(under the worst-case situation) that enable it to be used
in large-scale OSNs. (Note that the proposed approach does
not replace but instead supplements existing methods, and
we elaborate on this point in Section 8). The basic idea
behind our method is based upon the birthday paradox,
which states that with more than 50% chance, there will
be a birthday match among a handful of 23 people, and,
for merely 70 people, the chance of matching increases
to 99.9%. In our scenario, the randomized greedy algo-
rithm, which is the main component of our framework,
chooses one user in each iteration from a set of user sam-
ples, which is substantially smaller than the population,
and the user samples contain at least one optimal followee
with high probability according to the birthday paradox.
Due to the significant reduction of search space, we
achieve a major speedup in obtaining the solution. The
quality of the final solution can be proven to be lower
bounded when user samples are chosen uniformly at
random in each iteration, which actually is the worst-case
situation because we do not use any strategy in sampling
(see Section 5).

Moreover, we find that if we bias user samples toward
high degree nodes (i.e., users) in the network using graph
sampling methods such as random walk [24], we need
fewer user samples than when using uniform sampling,
thereby improving efficiency. We present an in-depth
analysis in Section 6 and reveal another important finding.
For power-law networks, information cascades are not uni-
formly dispersed among nodes, but rather, high degree
nodes are more likely to be infected by an information dif-
fusion process than low degree nodes. Therefore, if the
sampling is biased toward high degree nodes, we achieve
a higher probability of detecting information cascades. This
is related to the generalized birthday paradox, i.e., when
people’s birthdates are not uniformly distributed, the
probability of matching increases [25]. Our numerical
solutions in Section 6 and experiments in Section 7 both
demonstrate the finding.

The rest of the paper is structured as follows. We review
the related literature in Section 2 and formulate the prob-
lem in Section 3. Then, we motivate a randomized method
through empirical observations in Section 4. The detailed
analysis of our method is given in Section 5. In Section 6,
we study how the power-law structure of real-world
networks can benefit this method. We conduct
experiments on real datasets to validate the method in
Section 7 and conclude in Section 8.

2. Related work

Both Twitter and Sina Weibo provide the “whom-to-
follow” services to recommend “interesting persons” to users
[26]. This function is related to a large body of research on
link prediction [27]. However, algorithms in link prediction
are mainly based on common friends, shared interests, and
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