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a b s t r a c t

Software Defined Networking (SDN) is an emerging networking paradigm that separates
the network control plane from the data forwarding plane with the promise to dramatically
improve network resource utilization, simplify network management, reduce operating
cost, and promote innovation and evolution. Although traffic engineering techniques have
been widely exploited in the past and current data networks, such as ATM networks and IP/
MPLS networks, to optimize the performance of communication networks by dynamically
analyzing, predicting, and regulating the behavior of the transmitted data, the unique fea-
tures of SDN require new traffic engineering techniques that exploit the global network
view, status, and flow patterns/characteristics available for better traffic control and man-
agement. This paper surveys the state-of-the-art in traffic engineering for SDNs, and mainly
focuses on four thrusts including flow management, fault tolerance, topology update, and
traffic analysis/characterization. In addition, some existing and representative traffic engi-
neering tools from both industry and academia are explained. Moreover, open research
issues for the realization of SDN traffic engineering solutions are discussed in detail.

� 2014 Elsevier B.V. All rights reserved.

1. Introduction

Traffic engineering (TE) is an important mechanism to
optimize the performance of a data network by dynami-
cally analyzing, predicting, and regulating the behavior of
the transmitted data. It has been widely exploited in the
past and current data networks, such as ATM and IP/MPLS
networks. However, these past and current networking
paradigms and their corresponding TE solutions are unfa-
vorable for the next generation networking paradigms
and their network management due to two main reasons.
First, today’s Internet applications require the underlying
network architecture to react in real time and to be

scalable for a large amount of traffic. The architecture
should be able to classify a variety of traffic types from dif-
ferent applications, and to provide a suitable and specific
service for each traffic type in a very short time period
(i.e., order of ms). Secondly, facing the rapid growth in
cloud computing and thus the demand of massive-scale
data centers, a fitting network management should be able
to improve resource utilization for better system perfor-
mance. Thus, new networking architectures and more
intelligent and efficient TE tools are urgently needed.

The recently emerged Software Defined Networking
(SDN) [1,2] paradigm separates the network control plane
from the data forwarding plane, and provides user applica-
tions with a centralized view of the distributed network
states. It includes three layers and interactions between
layers as shown in Fig. 1. The details of the SDN architec-
ture overview are explained as follows: There may be more
than one SDN controller if the network is large-scale or a
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wide-area region network. The control layer globally regu-
lates the network states via network policies in either a
centralized or distributed manner. Due to the unrestricted
access to global network elements and resources, such net-
work policies can be updated timely to react to the current
flow activities. Furthermore, SDN applications exist in the
application layer of the SDN architecture. A set of applica-
tion programming interfaces (such as North-bound Open
APIs) are supported to communicate between the applica-
tion layer and the control layer in order to enable common
network services, such as routing, traffic engineering, mul-
ticasting, security, access control, bandwidth management,
quality of service (QoS), energy usage, and many other
forms of the network management. In other words, these
interfaces facilitate various business objectives in the net-
work management. On the other hand, the data forwarding
layer can employ programmable OpenFlow switches
through OpenFlow controller, and the switches communi-
cate with the controller via South-bound Open APIs (e.g.,
OpenFlow protocol) [1]. The OpenFlow (OF) protocol pro-
vides access to the forwarding plane of a network switch
over the network and enables software programs running
on OF switches to perform packet lookups and forwarding
the packets among the network of switches or routers.
These programmable switches follow the policies of the
SDN/OF controller and forward packets accordingly in
order to determine what path the packets will take
through the network or switches or routers. In short,
through the interactions among these layers, the SDN par-
adigm allows an unified and global view of complicated
networks, and thus provides a powerful control platform
for the network management over traffic flows. In the liter-
ature, most of the work so far is focused on developing the
SDN architecture and with less effort on developing TE
tools for SDN. While current TE mechanisms are

extensively studied in ATM networks, IP-based and
MPLS-based Internet, it is still unclear how these tech-
niques perform under various traffic patterns, and how to
obtain the enormous traffic and resource information effi-
ciently in the entire network when the SDN is deployed. On
the other hand, SDN promises to dramatically simplify the
network management, reduce operating costs, and
promote innovation and evolution in current and future
networks. Such unique features of SDN provide great
incentive for new TE techniques that exploit the global
network view, status, and flow patterns/characteristics
available for better traffic control and management. There-
fore we first briefly discuss the classical TE mechanisms
developed for ATM, IP and MPLS networks, and then survey
in detail the state-of-the-art in TE for SDN from both aca-
demia and industry perspectives. Then, we examine some
open issues in TE for SDN, and review some recent pro-
gresses in extending traditional TE techniques for SDN
networks.

The remainder of the paper is organized as follows.
Early TE issues and mechanisms based on ATM, IP and
MPLS networks are given in Section 2. An overview of
SDN traffic engineering solutions is provided in Section 3.
From Section 4 to Section 7, the major SDN traffic engi-
neering technologies, including flow management, fault
tolerance, topology update, and traffic analysis, are pre-
sented, respectively. Existing TE tools for SDN with OF
switches are further introduced in Section 8. The paper is
concluded in Section 9.

2. Lessons learned from the past

Traffic engineering (TE) generally means that the net-
work traffic is measured and analyzed in order to enhance

Application Layer

Control-Plane Layer

North-Bound Open APIs

Business 
ApplicationsTraffic 

Engineering
Network 

Virtualization QoS Monitoring Routing

SDN Applications

Control-Plane Layer

Data-Plane Layer

SDN Controller
- SDN Controller

- OpenFlow switches
- Routers
- Other infrastructure 

elements

OpenFlow
Switch

South-Bound Open APIs (e.g., OpenFlow )

- OpenFlow switches
- Routers
- Other infrastructure 

elements

OpenFlow
Switch

OpenFlow
Switch

OpenFlow
Switch

OpenFlow
Switch

Fig. 1. Overview of SDN architecture.
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