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a b s t r a c t

In distributed and collaborative attack detection systems decisions are made on the basis of
the events reported by many sensors, e.g., Intrusion Detection Systems placed across var-
ious network locations. In some cases such events originate at locations over which we
have little control, for example because they belong to an organisation that shares informa-
tion with us. Blindly accepting such reports as real encompasses several risks, as sensors
might be dishonest, unreliable or simply having been compromised. In these situations
trust plays an important role in deciding whether alerts should be believed or not. In this
work we present an approach to maximise the quality of the information gathered in such
systems and the resilience against dishonest behaviours. We introduce the notion of trust
diversity amongst sensors and argue that detection configurations with such a property
perform much better in many respects. Using reputation as a proxy for trust, we introduce
an adaptive scheme to dynamically reconfigure the network of detection sensors. Experi-
ments confirm an overall increase both in detection quality and resilience against compro-
mise and misbehaviour.

� 2013 Elsevier B.V. All rights reserved.

1. Introduction

Many security threats in current computing environ-
ments can only be detected by gathering and correlating
evidence obtained at different locations [1,2]. In some
cases, evidence may come from sources over which we
have little control. This is, for example, the case when
organisations choose to share information about detected
security events. In other cases, the integrity of the source
may be questioned, for example if there is evidence that
it may be malfunctioning, exhibiting a dishonest behav-
iour, or simply compromised.

Whatever the case, gaining such evidence in a prompt
and timely manner is essential for minimising risk expo-
sure. A major challenge in such Collaborative Intrusion
Detection Networks (CIDNs) [3,4] is the ability to properly
assess how much trust we can place in each piece of infor-
mation and what risks we incur by believing or not believ-
ing it. Blindly accepting each report as truth is certainly
dangerous. Consider, for example, an intelligent adversary
who, after compromising a few detection sensors, forces
them to stop sending alerts related to his intended mali-
cious activities. Conversely, sensors may report too many
false alerts, either to undermine our confidence in them
or divert attention from a more serious event taking place.
Ultimately, deciding what to believe depends on available
information about the source and its operational context.
This topic has received too little attention so far, despite
being crucial for a proper functioning of collaborative
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detection efforts where there is some degree of distrust
amongst parties or regarding the resilience of the sensors
against attack.

In this paper, we propose a scheme aimed at increasing
the quality of the decisions made about pieces of evidence
in which we place different degrees of trust. In our pro-
posal, we first quantify the confidence we place in sensors
behaviour according to how they have behaved in the past,
normally referred to as reputation [5]. However, the use of
reputation alone has shortcomings, and systems based so-
lely on assessments of past behaviour have severe limita-
tions. We address this issue by introducing the notion of
trust diversity. In essence, trust diversity measures the dis-
persion among the trust values of a population of detection
sensors placed in a given domain, with low diversity values
indicating that sensors have similar trustworthiness, and
vice versa.

We then propose to quantify the quality of a particular
sensor placement through its trust diversity, and to
dynamically search for high quality placements. Informally
speaking, a high quality placement is one where trusted
sensors are deployed in the vicinity of others we have
doubts about. Similarly, low quality placements are those
where all sensors have roughly the same trustworthiness.
We pursue two main goals with the use of trust diversity
as a measure of placement quality:

1. Firstly, by simultaneously maximising trust diversity
across all network domains we guarantee that no
domain is left poorly protected (i.e., monitored exclu-
sively by untrusted sensors).

2. Secondly, since each domain will have sensors with
varying trust values, the most reliable among them
can contribute to the assessment of the reputation of
others, for example by identifying those that behave
differently when presented with the same events.

The overall result is that sensor placements with a suf-
ficient amount of trust diversity exhibit two interesting
properties: (i) they facilitate the early identification of mis-
behaving sensors, a fact that implicitly contributes to a
better assessment on the truth of the events they generate;
and (ii) they are more resilient to compromise by external
attackers.

In our scheme, trust diversity is used to dynamically
place sensors when and where they are most needed, both
to lessen uncertainty about what is actually happening in
the network infrastructure and also to make defences more
resilient to threats. Assume, for example, that contradic-
tory events are reported by sensors in the same network
area. If our confidence in all these sources is similar, we
face a problem when deciding what is actually going on.
Even if at present time there is little we can do about this,
a careful deployment of alternative or additional sensors
will help to resolve such conflicts in the future and, indi-
rectly, to re-assess our confidence on the sensors currently
deployed there.

As we discuss later, such re-deployments (or re-config-
urations of the monitoring infrastructure) can be triggered
under many circumstances, possibly in a fully automated
reconfiguration. This allows defences to react to the

presence of uncertain information by seeking ways of
improving their function. We believe this is a very interest-
ing property for adaptive security systems and a prerequi-
site for self-healing networks.

The remainder of this paper is organised as follows.
Section 2 presents some definitions and outlines our
system model. Section 3 describes the adaptive model de-
signed to reduce the uncertainty arising from discrepan-
cies. Section 4 introduces both the reputation system
used to assess sensors’ behaviour and the quantification
of trust diversity. Section 5 reports some experimental
results to illustrate how the system can obtain better evi-
dence by maximising trust diversity. Section 6 discusses
related work in this area and, finally, Section 7 summa-
rises our contributions and identifies future research
directions.

2. Definitions and system model

Any information system (IS), regardless of the services
it offers, can be modelled on the basis of all the elements
that make up its underlying network. In this sense, the
information system administrator can internally structure
services and resources within a well-defined set of do-
mains (D). Such a grouping may be based on the site’s
security policy and/or some modelling of the services,
e.g., with respect to their type, so as to allow a seamless
scalability as the number of services increases [6]. Gover-
nance functions could also be expected to monitor the
proper operation of all services deployed in the informa-
tion system, thereby defining a monitoring system as a
surveillance centre.

Each domain imposes a set of requirements (R), or liabil-
ities, for the proper operation of its services and, conse-
quently, for the proper operation of the entire
information system. As these requirements are given by
the needs of each service, each domain can automatically
extract its requirements from those of the services it con-
tains. Requirements may differ in importance and so,
consequently, may their monitoring. The administrator
should provide a weight for each requirement Rk 2 R,
Imp(Rk) 2 [0,1], indicating the impact or importance on
the information system if Rk is compromised.

Using the notation defined earlier, we formally define
an information system with a total number of u
requirements that can be demanded by m domains as
follows:

IS ¼ fD1;D2; . . . ;Dmg
R ¼ fR1;R2; . . . ;Rug
RðDiÞ ¼ fRi1 ;Ri2 ; . . . ;Rixg

where each domain Di 2 IS (1 6 i 6m) is defined in accor-
dance with its needs with x requirements (x 6 u) for the
proper operation of its services.

An example of a generic information system is depicted
in Fig. 1. Note that this figure includes some other concepts
not yet defined, belonging to the monitoring system, that
will be formally introduced later.

This information system illustrates a distribution of the
services in three domains, IS = {D1,D2,D3}. The information
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