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a b s t r a c t 

Despite large-scale flooding attacks, capability-based defense schemes provide end hosts with guaranteed 

communication. However, facing the challenges of enabling scalable bandwidth fair sharing and adapting 

to attack strategies, none of the existing schemes adequately stand. In this paper we present Tumbler, a 

flooding attack defense mechanism that provides scalable competition-based bandwidth fairness at the 

Autonomous System (AS) granularity, and on-demand bandwidth allocation for end hosts in each AS. 

Tumbler enforces adaptability in the capability establishment via competition factors that are calculated 

upon leaf ASes’ bandwidth utilization and reputation. Transit ASes independently manage each competi- 

tion factor based on the corresponding feedback from dedicated bandwidth accounting and monitoring 

policies. Through Internet-scale simulations, we demonstrate the effectiveness of Tumbler against a vari- 

ety of attack scenarios and illustrate the deployment benefits for ISPs. 

© 2016 Elsevier B.V. All rights reserved. 

1. Introduction 

Individuals, industries, and governments are increasingly rely- 

ing on Internet availability for dependable services. At the same 

time, Distributed Denial-of-Service (DDoS) attacks remain persis- 

tent threats in the current Internet. Emerging DDoS attacks are 

launched by millions of bots [1] , flooding victim links with huge 

amounts of traffic [2–4] . Recent attacks have even been observed 

with startling 500 Gbps [5] . 

In response to these attacks, network capability-based mecha- 

nisms [6–14] have emerged as a promising class of DDoS defenses. 

In a capability-based scheme, a source initiates a capability request 

to a destination with all the routers on the transiting path adding 

authentication tokens to the packet header. Upon the request’s ar- 

rival, the destination can explicitly authorize a desired flow with 

priority and return the packet to the source. Then generated tokens 

will act as a capability for the traffic of the authorized flow. By en- 

suring end-to-end privileged flows, such approaches isolate attack 

traffic. However, to achieve viable link-flooding defense, capability- 

based schemes face two critical challenges: scalability and adapt- 

ability . 
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Scalability refers to the fundamental problem of providing fair 

access, for the aspects of both capability bootstrapping and band- 

width allocation. Concerning capability bootstrapping, what if ca- 

pability establishment is interfered by attackers? Given the fact 

that capability requests are forwarded by best effort, flooding on 

the requesting channel, namely Denial-of-Capability (DoC) attacks 

[15] , could easily prevent benign sources from obtaining capabil- 

ities. Similarly, concerning bandwidth allocation, what if attack- 

ers leverage authorized capability packets to flood a link? For any 

per-source [10] or per-destination [8] fair-sharing mechanism, m 

end hosts only obtain 1/ m of the capacity at a given link. The 

available bandwidth in per-flow schemes is limited to only 1/ m 

2 

[7] . In a nutshell, with millions of bots competing for the limited 

capacity of a link, the obtained link access for a legitimate end 

host becomes infinitesimal, too small to provide useful end-to-end 

guarantees. 

Adaptability refers to another issue on how the ISPs can not 

only economically maximize their link utilization, but also dynam- 

ically provide each customer with deserved link access even under 

persistent DDoS attacks. The PSP scheme [16] leverages historical 

traffic to adjust bandwidth allocation for core network flows. But 

this model would hardly scale to end-to-end guarantees in the In- 

ternet as billions of flows have to be considered in the iterative 

computation. Moreover, previous defenses achieve mostly one-time 

resilience rather than adjustable protection. A sophisticated attack 

(e.g., replay flooding) would likely cause perpetual damage to the 

victim link. Intuitively, an approach to improve adaptability is to 

combine capability establishment with the observation of traffic. 
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However, as ISP distance increases, both mutual trust and business 

incentives diminish. In such cases, cooperation between ISPs be- 

comes an impractical requirement. 

To overcome the above limitations, we propose Tumbler, a novel 

mechanism that provides scalable link access for end hosts and 

adaptable DDoS-resilience for ISPs in the Internet. Tumbler is de- 

signed with the following insights and solutions. 

First, resource fair sharing at an Autonomous System (AS) gran- 

ularity provides a scalable approach of solving the link access 

problem. Although adversarial botnets can be widely distributed 

in the Internet, the massive number of bots (on the order of mil- 

lions) resides in ASes whose scale is always significantly smaller. 

By September 2015, the total AS number is about 50,0 0 0 [17] . 

Therefore, defending against DDoS attacks by throttling bandwidth 

among ASes will efficiently limit the damage over the contami- 

nated ASes (i.e., ASes initiate the flooding attacks), regardless of 

their internal botnet size. Tumbler enforces a competition-based 

weighted fair sharing among leaf ASes. Namely, each transit AS 

records a periodically-updated competition factor for each leaf AS, 

based on which an active AS (i.e., ASes have valid allocation on 

the link) obtains its weighted-shared link access. Link access en- 

ables both capability requests and capability-enabled data packets. 

Subsequently, aggregated access will be further shared by the in- 

dividual flows from the same AS. 

Second, a simple per-AS fair sharing [11,12] is not an opti- 

mal strategy. Indeed, the bandwidth utilization from different ASes 

varies significantly due to its connection popularity. Even dur- 

ing different hours of a day, bandwidth utilization from an AS 

fluctuates [18] . In Tumbler, bandwidth consumption of a leaf AS 

at the given link is considered as the main factor in Tumbler’s 

competition-based weighted fair sharing, which enables effective 

management of the link bandwidth. Historical bandwidth alloca- 

tion statistics are kept at each router via local off-line account- 

ing, and serve as a feedback via competition factor to influence the 

next round of bandwidth allocation. 

Furthermore, despite the lack of inter-AS cooperation, local net- 

work analysis at one AS still enables adaptable capability estab- 

lishment. In Tumbler, an AS’s reputation is evaluated through re- 

gional traffic monitoring, and considered as the other factor in 

the competition-based weighted fair sharing. Such evaluation is 

performed independently at every traversing AS, thus eliminating 

the requirement of mutual trust between ISPs. Specifically, each 

AS monitors its inbound/outbound traffic. Based on defined traffic 

policies of bandwidth violation, timely feedback will be returned 

to adjust each AS’s reputation and further regulate the subsequent 

capability establishments for each AS. 

The rest of the paper is organized as follows. We specify the 

goals and assumptions in Section 2 , and present the design of 

Tumbler in Sections 3 and 4 . In Section 5 , we analyze the secu- 

rity and overhead aspects of Tumbler. In Section 6 , we compare 

Tumbler with related approaches through Internet-scale simula- 

tions, and confirm experimentally the properties of our scheme. 

More discussions are given in Section 7 . Related work is given in 

Section 8 , and we conclude in Section 9 . 

2. Design goals and assumptions 

We first give the basic design goals. Then we specify the as- 

sumptions and the threat model that Tumbler aims to combat. For 

clarity, we denote the end host who sends as “source”, and the end 

host who receives as “destination”. We refer to the ASes who con- 

tain end hosts as leaf ASes, while other ASes on the routing paths 

as transit ASes. We call the leaf AS where the source (destination) 

resides the source (destination) AS. 

2.1. Design goals 

The following design goals enable a lightweight and deployable 

capability-based DDoS defense framework in today’s Internet. 

Scalability. We desire a defense mechanism that achieves scal- 

able link access under the presence of botnets. In addition, an 

Internet-scale mechanism must be lightweight and incur minimal 

overhead on the deployed routers. 

Adaptability. The mechanism should be able to optimize the 

utilization of link capacity in terms of economical benefits, and to 

dynamically adjust its defense strategy based on the attacks evolv- 

ing over time. 

Deployability. The mechanism is expected to be functional even 

if a few entities adopt. Moreover, the deployment plan should in- 

centivize the early adopters. 

2.2. Assumptions 

First of all, we assume that when a source sends a capabil- 

ity request, it has the knowledge of network routing, namely a 

valid inter-domain path to the destination AS. Note that the re- 

quirement of path control is not a necessity here. Although se- 

lecting a specific routing mechanism remains outside the scope of 

this paper, multiple routing mechanisms can be leveraged to ob- 

tain AS-level paths: A straightforward approach is Border Gateway 

Protocol (BGP) [19] routing (further discussed in Section 7.1 ). Addi- 

tionally, several solutions like NIRA [20] , Pathlets [21] , and SCION 

[22] present a fix. In these schemes, source could obtain and spec- 

ify a valid routing path in the header of packets. 

Additionally, we assume that all flows from an AS can be as- 

signed with a unique and unforgeable source-AS identifier. This 

goal is achievable via some lightweight source authentication pro- 

tocols [23,24] . In Tumbler, for simplicity, we set a source-AS iden- 

tifier as the hash of the domain’s public key. 

2.3. Threat model 

We assume that both end hosts and ASes may be malicious: 

It is possible for any end host to get compromised and support 

DDoS attacks. The ASes containing such botnets or even other tran- 

sit ASes may tolerate the malicious traffic thus to assist the cooper- 

ative attacks. Yet, cases that ASes intentionally forge/distort packet 

information, or delay/drop packets are outside our paper scope. We 

require no restriction on the distribution of botnets, and within a 

contaminated AS, the botnet could have an arbitrary number of at- 

tackers. When evaluating a given end-to-end communication, both 

source and destination ASes are assumed to be non-contaminated. 

In addition to these settings, we consider two classes of DDoS 

attacks: (1) Request packet flooding (DoC attacks [15] ) and (2) ca- 

pability packet flooding, where botnets may collude and present a 

coordinated behavior with different strength scenarios (pulsing at- 

tack [10] ), or location scenarios (rolling attack [11] ). 

3. Tumbler overview 

We present the high-level overview of Tumbler in this section. 

The Tumbler protocol includes the following two phases: 

• Phase 1 (capability establishment): Source and destination set 

up a communication channel. A communication capability is 

generated hop-by-hop on the routing path according to the re- 

quest configuration of the source and the link access admission 

policies of the transit routers. 

• Phase 2 (data transmission and feedback regulation): Source 

sends data on the channel by adding its latest capability into 

the packets. Meanwhile, transit ASes perform accounting and 
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