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a b s t r a c t

A key strategy to build disaster-resilient clouds is to employ backups of virtual machines in

a geo-distributed infrastructure. Today, the continuous and acknowledged replication of vir-

tual machines in different servers is a service provided by different hypervisors. This strategy

guarantees that the virtual machines will have no loss of disk and memory content if a dis-

aster occurs, at a cost of strict bandwidth and latency requirements. Considering this kind

of service, in this work, we propose an optimization problem to place servers in a wide area

network. The goal is to guarantee that backup machines do not fail at the same time as their

primary counterparts. In addition, by using virtualization, we also aim to reduce the amount

of backup servers required. The optimal results, achieved in real topologies, reduce the num-

ber of backup servers by at least 40%. Moreover, this work highlights several characteristics

of the backup service according to the employed network, such as the fulfillment of latency

requirements.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Many corporations are migrating their IT infrastructure to

the cloud by using IaaS (Infrastructure as a Service) services.

Using this type of service, a corporation has access to virtual

machines (VMs) hosted on a Data Center (DC) infrastructure

maintained by the cloud provider. The use of IaaS services

helps cloud clients reduce the effort to maintain an IT in-

frastructure; with IaaS, clients relinquish the control of their

physical infrastructures. Therefore, they only rely on IaaS ser-

vices if providers can guarantee performance and security
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levels. To encourage IaaS subscriptions, cloud providers usu-

ally try to offer high resilience levels of their VMs. To this end,

IaaS providers deploy redundancy on their infrastructure to

overcome various types of failures, such as hardware (e.g.,

failure in hard disks, network cables, and cooling systems),

software (e.g., programming errors), and technical staff (e.g.,

execution of wrong maintenance procedures). This strategy,

however, does not guarantee service availability under force

majeure and disaster events that are out of the provider’s

control.

Force majeure and disaster events, such as terrorist at-

tacks and natural disasters, are situations outside of the

provider’s control, which can affect several network links as

well as whole buildings hosting data centers. Cloud providers

thus generally do not cover this type of event in their

SLAs (Service Level Agreements) [1]. Although IaaS providers

often do not consider catastrophic events, they can offer

recovery services such as VM replication and redundant
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network components to improve the resilience to clients run-

ning critical services. These services can be provided as long

as a DC infrastructure resilient to disasters is available, which

is generally composed of several sites spread over a region

and interconnected through a wide area network (WAN) [2].

Each site has a set of servers interconnected using a local

network [3,4]. A resilient IaaS cloud must thus employ a

geo-distributed DC to eliminate single points of failure and

must employ mechanisms to perform VM backups. Obvi-

ously, clients willing to have higher resilience guarantees will

pay the cost of maintaining such infrastructure.

In this work, we focus on the design of disaster-resilient

DCs with zero VM state loss (e.g., loss of disk and memory

content) after a disaster. This means that the provider guar-

antees zero RPO (Recovery Point Objective) on its VMs. RPO

is the time elapsed between the last backup synchronization

and the instant when the disaster happens. Hence, it gives

an idea of data loss after a disaster [1]. Some critical services

demand a low RPO or even zero RPO, such as banking trans-

actions, requiring continuous data replication. Basically, an

IaaS with zero RPO consists on VMs that continuously send

backups to a server. In this case, an operation demanded by

an end user is only accomplished after the VM receives an

acknowledgment from the backup site, indicating that the

VM state was correctly replicated [5]. As this type of service

requires continuous data replication, it requires a high net-

work capacity. Furthermore, as it needs backup acknowledg-

ment, the primary server, i.e., the server hosting the opera-

tional VMs, and the backup one must have low latency links

between each other.

The literature about resilient physical server placement

considers a traditional DC distribution, such as those em-

ployed by content delivery networks (CDNs) [6,7]. In these

works, the DC services are replicated through a geo-

distributed architecture using anycast. Hence, any node that

runs the required services are operational and can reply the

requests from clients. Consequently, the primary servers and

their backups are both running at the same time. Neverthe-

less, these works do not consider the synchronization of ser-

vice replicas, disregarding RPO requirements.

This work analyzes the behavior of IaaS services with zero

RPO in real WAN topologies. We propose a physical server

placement scheme, which designs the DC by choosing where

to install the primary servers and their corresponding back-

ups. The placement scheme has to take into account the fail-

ure model, in such a way that a disaster does not damage the

primary server and its backup at the same time. In addition,

the proposed scheme takes advantage of virtualization to re-

duce the number of backup servers. The basic idea is that a

backup server needs to instantiate VMs only after a given dis-

aster occurs [8]. We thus argue that, in a virtualized environ-

ment, it is inefficient to provide a dedicated backup server

for each primary one. Instead, the proposed scheme aims at

sharing backup servers, allowing them to receive replications

from different primary servers. To share these resources, the

primary and backup servers must not fail at the same time.

We apply the proposed scheme in WAN topologies and show

that backup sharing can reduce by at least 40% the num-

ber of required servers, as compared to the case with ded-

icated backups. We also quantify the capacity of each WAN

topology in terms of number of primary servers supported,

which directly affects the number of supported VMs. Using

these results, we show that more stringent resilience require-

ments reduce by at least 50% the number of primary servers

supported. Our work differs from the literature by consider-

ing the service replication, which incurs in stringent latency

and bandwidth requirements. In addition, the current pro-

posals based on anycast do not save backup resources, since

all backup servers are also operational. We thus focus on IaaS

models, different from traditional CDNs.

This work is organized as follows. Section 2 describes the

service model and our design decisions. Based on these deci-

sions, Section 3 introduces the proposed optimization prob-

lem. Section 4 shows the results of the optimization prob-

lem when applied to real WAN networks. Finally, Section 5

presents related work and Section 6 concludes this work and

points out future directions.

2. Modeling and design decisions

The optimization problem proposed in this work dis-

tributes primary and backup servers in a given WAN

topology. The primary servers are employed to host oper-

ational VMs, which are accessed by Cloud users through

gateways spread across the WAN; Backup servers receive

VM copies from these servers. A VM backup is a complete

copy of its primary VM, but it keeps in standby mode in a

normal situation. Each primary server replicates VM copies

to a single backup server installed in another DC site. This

section details the DC design decisions considered in the op-

timization problem formulation, which is described later in

Section 3.

2.1. VM replication

The VM backup scheme considered in this work is based

on continuous and acknowledged VM replication, which al-

lows the provider to guarantee zero RPO (Recovery Point Ob-

jective) when a disaster occurs. This type of scheme is com-

mon in local networks, being natively available in virtualiza-

tion platforms such as Xen [9]. More recently, VM backup

schemes with zero RPO using wide area networks (WANs)

started to be addressed in the literature [5,10]. As an ex-

ample we can cite SecondSite [5], employed as a reference

throughout this article. To achieve zero RPO, SecondSite is

based on checkpoints. A checkpoint is defined as the VM state

(e.g., disk, memory, CPU registers) at a given instant. Such

state is continuously sent to a backup server that, in its turn,

sends an acknowledgment to the primary server for each re-

ceived checkpoint. The basic of operation of a VM is to run

applications that receive requests from users on the Inter-

net and reply these requests. Before a checkpoint acknowl-

edgment, network packets sent from the VM applications to

the users are held in a queue, waiting for the upcoming ac-

knowledgment. When the backup server confirms the check-

point replication, all packets in the queue are sent to users.

Hence, the final user only receives a reply to his requests

after the correct replication in the backup server. Note that

SecondSite imposes strict bandwidth and latency require-

ments. The high bandwidth utilization is due to the contin-

uous data replication, which increases with the frequency of

changes in the VM state. The strict latency requirements are
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