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a b s t r a c t

Proxy Mobile IPv6 (PMIPv6), taking advantages of the network-based mobility manage-
ment, enables mobility support for the mobile nodes (MNs) without requiring their
involvement in mobility signaling. However, as a centralized mobility management,
PMIPv6 relies on a central mobility entity, i.e., Local Mobility Anchor (LMA) to provide
the mobility support. The LMA is responsible for maintaining the mobile node’s (MN)
reachability state and forwarding the traffic from/to the current location of the MN. As
mobile traffic demand rapidly increases, it is easy to make the LMA a bottleneck and a sin-
gle point of failure. Therefore, load balancing (LB) mechanism among LMAs is a promising
solution for these issues. Although previous studies proposed several solutions for distrib-
uting the load among the LMAs, none of them considers the multicast service. From the fact
that the multicast service is expected to be widely used for delivering multimedia traffic
(which will account for the majority of mobile traffic), it can also be considered as a crucial
load factor. As a result, the efficiency of the existing solutions may be degraded when con-
sidering multicast. Furthermore, applying the existing LB mechanisms can raise several
issues for not only the ongoing unicast sessions but also the multicast ones. To tackle these
issues, this paper proposes a new LB solution which mainly focuses on the multicast ser-
vice. The experiments and the numerical results show that this solution helps to better dis-
tribute the load among the LMAs while greatly reducing the multicast service disruption as
well as avoiding the influence on the ongoing unicast sessions. In addition, the proposed
solution can co-operate with the existing proposals to improve the performance of the
network.

� 2014 Elsevier B.V. All rights reserved.

1. Introduction

Nowadays, the mobile data services have become an
essential part of many consumers’ life [1,2]. So far, users
are using their mobile devices (e.g., smartphones and tab-
lets) not only for personal life (e.g., making voice/video
calls, sending email, watching video/TV, playing
online games, and so on) but also for work (general and

job-specific work applications such as multimedia confer-
encing, and distance learning, etc.) on a regular basis
[3–5]. As a result, the mobile data traffic has been nearly
doubled each year during the last few years [6]. This trend
is expected to continue in upcoming years, especially with
the deployment of 4G networks. The increase in traffic is
mainly driven by mobile video traffic: estimates say that
the mobile video traffic will account for 66.5 percent of
total data traffic by 2017 [1]. The wide usage of mobile
data services has been driven by the variety of different
reasons such as: the increasing number of mobile devices
which become more and more powerful and intelligent,
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the enhancement of wireless access technology in terms of
coverage, speed and quality, as well as the explosion of
mobile applications [6]. The mobility of the devices puts
a new requirement on mobile operators to provide connec-
tivity anywhere and at anytime. Moreover, providing con-
sistent and continuous seamless services is required for
satisfying user’s expectations and fulfilling even the high
application requirements in terms of service disruption
on the move [7].

In this context, various IP mobility management proto-
cols have been introduced by the Internet Engineering Task
Force (IETF)1 ranging from the host-based (including Mobile
IPv6 (MIPv6) [8] and its extensions e.g., Hierarchical Mobile
IPv6 (HMIPv6) [9]) to the network-based mobility approach
(e.g., Proxy Mobile IPv6 (PMIPv6) [10] and Fast Proxy Mobile
IPv6 (FPMIPv6) [11]). On one hand, PMIPv6, as a network-
based mobility management, provides mobility for the
mobile nodes (MNs) without their involvement. This means
the network handles the mobility management on behalf of
the MN. As a result, PMIP helps to avoid the complexity of
the protocol stack in the MN as well as to reduce tunneling
overhead (over the air) and handover latency compared to
the MIPv6. It is achieved by introducing two new network
entities, namely the Local Mobility Anchor (LMA) and
the Mobile Access Gateway (MAG). The former, similar to
the home agent (HA) in MIPv6, is in charge of tracking the
location of the MN and redirecting the MN’s traffic
towards its current topological location. While the latter is
responsible for detecting and registering the movement of
the MN. On the other hand, both PMIPv6 and MIPv6 are
the centralized mobility approaches, which rely on the
mobility anchor to enable mobility support (LMA in PMIPv6
and HA in MIPv6). In PMIPv6, it is common to have a huge
number of devices associated with the LMA. As the traffic
demand is increased rapidly [1], a traffic bottleneck can be
formed at the LMA. Consequently, the quality of the ongoing
sessions could be degraded (e.g., longer queuing delay, and
increased packet loss). Also, in a heavy load condition, the
LMA can drop the new sessions. In this circumstance,
mobile network operators may need to deploy multiple
LMAs in a large PMIPv6 domain, so that the traffic can be
distributed among the LMAs [10]. Yet, it is highly possible
that some LMAs become overloaded while the others are
underutilized. Thus, load balancing (LB) among the LMAs is
needed.

Several LB proposals [12–15] have been introduced to
allow the LMA to be dynamically assigned and changed
according to the load of all LMAs in the domain. When
an MN initially attaches to the domain, the LB will be exe-
cuted to select the appropriate LMA in terms of load to
serve this MN (namely proactive-MN approach). However,
the varying session rate (of the existing MNs) and data rate
(of the existing sessions) may cause load-unbalanced situ-
ation between the LMAs. In order to address this issue, the
LB can be triggered when the load of an LMA exceeds a
specified threshold (called reactive-MN approach). In this
case, an MN will be selected to move from the overloaded
LMA to a less loaded one. Yet, changing LMA causes some

issues for the ongoing sessions such as service disruption
and packet loss.

As Internet is widely deployed and spread across a large
area, it carries a variety of common information resources
and services. In a sharing world, the group communication
service, which refers to the ability to send data to several
receivers at the same time, is naturally becoming more
and more important especially in some areas like multime-
dia distribution, gaming, and financial services, etc [16]. In
this context, the scalability and bandwidth efficiency from
the multicast routing make the IP multicast a remarkable
solution from the application point of view to allow the
mobile networks to deal with a huge number of traffic, par-
ticularly, in mobile environments where users usually
share frequency bands and limited capacity [17]. However,
its role has been neglected in all existing LB proposals. As
such, the consideration of multicast in the existing LB
mechanisms can bring several issues from both load bal-
ancing (efficiency degradation) and multicast service per-
spective (e.g., tunnel convergence problem [18] and
service disruption).

For these reasons, a LB mechanism which takes the
multicast service into account is needed. In this paper,
we will introduce such a LB mechanism, the so-called mul-
ticast-based mechanism. The key idea is that by separating
the multicast LB from the unicast LB, the proposed solution
helps better distribute the load among the LMAs in run-
time, thus, improving the efficiency of resource utilization.
In more details, when an LMA is overloaded, a multicast
session will be selected to move to a less loaded one. The
LB will also be executed when a listener starts a new mul-
ticast session to select the appropriate LMA to serve this
session. As a result, the proposed solution does not influ-
ence the ongoing unicast/multicast sessions (except the
selected session with which the multicast service disrup-
tion, in most cases, satisfies the requirements for the
real-time services [19]).

As this article is an extension of [20], we will make a
quick view on the issues caused by applying multicast in
the existing proposals as well as the multicast-based solu-
tion. We will discuss in detail the criteria for the selection
of the LMA and the multicast session. Next, the perfor-
mance analysis will be done regarding the LMA load and
the multicast service disruption. Finally, we will evaluate
the multicast-based solution in terms of load distribution
among LMAs using a near-to-real testbed. The testbed
which is a combination of virtual machines and the net-
work simulator NS-3 [21] has been deployed to reduce
the hardware cost and to provide more flexible experiment
while allowing to obtain the realistic results. It is noted
that this paper mainly focuses on the multicast listener.

The rest of this paper is organized as follows. Section 2
presents the existing LB mechansims as well as the issues
when considering multicast with these mechanisms. Sec-
tion 3 introduces the multicast-based LB as well as the cri-
teria for the LMA and multicast session selection. Section 4
presents the performance analysis regarding LMA load and
multicast service disruption. Section 5 takes a look on the
experiment testbed including the testbed description, the
experiment scenarios and the collected results. Section 6
discusses the limitations of the proposed solution as well1 IETF, http://www.ietf.org.
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