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a b s t r a c t

Software-Defined Networking (SDN) is a new network technology that decouples the con-
trol plane logic from the data plane and uses a programmable software controller to man-
age network operation and the state of network components. In an SDN network, a
logically centralized controller uses a global network view to conduct management and
operation of the network. The centralized control of the SDN network presents a tremen-
dous opportunity for network operators to refactor the control plane and to improve the
performance of applications. For the application of load balancing, the logically centralized
controller conducts Real-time Least loaded Server selection (RLS) for multiple domains,
where new flows pass by for the first time. The function of RLS is to enable the new flows
to be forwarded to the least loaded server in the entire network. However, in a large-scale
SDN network, the logically centralized controller usually consists of multiple distributed
controllers. Existing multiple controller state synchronization schemes are based on Peri-
odic Synchronization (PS), which can cause undesirable situations. For example, frequent
synchronizations may result in high synchronization overhead of controllers. State desyn-
chronization among controllers during the interval between two consecutive synchroniza-
tions could lead to forwarding loops and black holes. In this paper, we propose a new type
of controller state synchronization scheme, Load Variance-based Synchronization (LVS), to
improve the load-balancing performance in the multi-controller multi-domain SDN net-
work. Compared with PS-based schemes, LVS-based schemes conduct effective state syn-
chronizations among controllers only when the load of a specific server or domain
exceeds a certain threshold, which significantly reduces the synchronization overhead of
controllers. The results of simulations show that LVS achieves loop-free forwarding and
good load-balancing performance with much less synchronization overhead, as compared
with existing schemes.

� 2014 Elsevier B.V. All rights reserved.

1. Introduction

Software-Defined Networking (SDN) is a promising net-
working technology that provides network operators more
control of the network infrastructure. SDN technology
decouples the control plane logic from the data plane by
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moving networking control functions from forwarding de-
vices (e.g., switches, routers) to a logically centralized con-
troller so that the networking functions can be
implemented by software. One enabler of SDN technology
is OpenFlow [1], which provides global visibility of flows in
the network by enabling flow-level control over Ethernet
switching. Currently, many companies and organizations
are working on deploying OpenFlow on backbone and
campus networks, such as Internet2 [2], Global Environ-
ment for Network Innovation (GENI) [3], and Google’s
WAN-B4 [4].

Typically, an SDN network relies on a logically central-
ized controller using the global network knowledge to
operate the network. In the SDN network, the controller
conducts packet processing by matching forwarding rules,
which can be installed in the flow tables of switches either
reactively (e.g., when a new flow arrives) or proactively
(e.g., controller installs rules in advance). When a new flow
traverses a domain for the first time, the controller selects
a forwarding path for the new flow based on the current
global network status and configures the forwarding path
by reactively installing rules on related switches. The reac-
tive operation using the current global network status
makes the improvement of applications possible. For the
application of load balancing, when a new flow enters a
domain for the first time, the controller conducts Real-time
Least loaded Server selection (RLS) for this domain to select
the current least loaded server as the destination server of
the new flow based on the current network status. After a
series of RLSs for related domains, the new flow’s forward-
ing path to the least loaded server is determined, and the
packets of this flow are forwarded via this path. The detail
of RLS are elaborated in Section 2.

However, having one centralized controller creates
problems including poor scalability, responsiveness, and
reliability, which have significantly hindered and detained
the deployment of SDN technology in large-scale produc-
tion and data center networks [5,6]. To overcome the
above problems, a simple solution is to use multiple dis-
tributed controllers working together to achieve the func-
tion of the logically centralized controller (e.g., HyperFlow
[5] and ASIC [6]), which can benefit from the scalability
and reliability of the distributed architecture while pre-
serving the simplicity of the centralized system. In a mul-
ti-controller multi-domain SDN network, each controller
runs one domain simultaneously, and it only handles the
local area switches in its domain. Currently, most of the
controllers applied in the SDN network can be categorized
as Local State-aware Controllers (LSCs). An LSC could, in real-
time, acquire the state of servers in its controlled domain
by pulling statistics from edge switches of its domain.
However, the LSC obtains the state of servers in domains
managed by other controllers through controller state syn-
chronization. The LSC stores the state of servers in its Net-
work Information Base (NIB) and uses its NIB to make
forwarding decisions for new flows [7]. A NIB may contain
different contents based on the need of network applica-
tions [7–9]. In this paper, we focus on the flow-based,
web load balancing, where the NIB of each controller con-
tains the load of each server (e.g., the utilization of the link
connecting with each server [7]).

One of the major challenges when using multiple con-
trollers in the SDN network is to synchronize the state
among controllers. The state desynchronization among
controllers significantly degrades the performance of the
application. Levin et al. [7] study the controller state syn-
chronization problem for the application of load balancing
in the SDN network and propose two controller state syn-
chronization schemes based on Periodic Synchronization
(PS): Link Balancer Controller (LBC) and Separate State Link
Balancer Controller (SSLBC). Both of these schemes initiate
state synchronization among controllers within a fixed
period. Using LBC, each controller directs newly arrived
flows to the current least loaded server in the entire net-
work based on its NIB, which is updated and synchronized
periodically by controller state synchronizations. However,
good load-balancing performance using LBC requests fre-
quent synchronizations, which overly burden controllers.
To achieve good performance with less synchronization
overhead of controllers,1 SSLBC is further developed. In
SSLBC, each controller divides its NIB into two parts: the lo-
cal NIB containing the load of servers in the local domain
and the remote NIB containing the load of servers in do-
mains except the local domain. Using SSLBC, the remote
NIB is updated periodically by controller state synchroniza-
tions, while the local NIB is updated in real time. The local
domain’s controller is aware of the real-time load variation
of servers in the local domain by the real-time updated local
NIB, which enables the controller to select the least loaded
server based on accurate local domain status. Thus, SSLBC
achieves better load-balancing performance with the same
number of synchronizations as LBC. However, as will be de-
tailed in Section 3, SSLBC may lead to several undesired
exceptional situations (e.g., forwarding loops [7,10–12] and
black holes [7,10,11]) due to state desynchronization among
controllers.

In this paper, we investigate the application of load bal-
ancing in the SDN network with multiple domains man-
aged by multiple controllers. We propose a new type of
controller state synchronization scheme, Load Variance-
based Synchronization (LVS), to improve load-balancing
performance by eliminating forwarding loops and to lower
synchronization frequency. We first introduce load balanc-
ing in the SDN network in detail and differentiate it from
load balancing in the IP network. Based on the description,
we analyze two problems in existing PS-based schemes:
the high controller synchronization overhead problem
caused by frequent synchronizations and the forwarding-
loop problem caused by state desynchronization among
controllers during the interval between two consecutive
synchronizations. Then, we solve the two problems with
two specific LVS-based schemes: Least loaded Server
Variation Synchronization (LSVS) and Least loaded Domain
Variation Synchronization (LDVS). Compared with PS-based
schemes, LVS-based schemes achieve low synchronization
frequency by conducting effective controller state synchro-
nizations only when the load of a specific server or domain
exceeds a certain threshold. The results of simulations

1 We use the terms synchronization overhead of controllers and the
number of synchronizations interchangeably in this paper.
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