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a b s t r a c t

Peer-to-Peer (P2P) systems have been widely used by networked interactive applications
to relieve the drawback and reduce the reliance on well-provisioned servers. A core chal-
lenge is to provide consistency maintenance for a massive number of users in a P2P man-
ner. This requires propagating updates on time by only using the uplink bandwidth from
individual users instead of relying on dedicated servers. In this paper, we present a P2P sys-
tem called PPAct to provide consistency maintenance for large-scale fast-interactive appli-
cations. We use massive multi-player online games as example applications to illustrate
PPAct. The design can be directly applied to other interactive applications. We adopt the
Area-of-Interest (AOI) filtering method, which is proposed in prior works [1,2], to reduce
bandwidth consumption of update delivery. We solve the AOI’s critical problem of band-
width shortage in hot regions by dynamically balancing the workload of each region in a
distributed way. We separate the roles of view discovery from consistency maintenance
by assigning players as ‘‘region hosts’’ and ‘‘object holders.’’ A region host is responsible
for tracking objects and players within a region, and an object holder is responsible for
sending updates about an object to interested players. Lookup queries for view discovery
are processed by region hosts, while consistency maintenance of objects is taken by object
holders. Separating the roles not only alleviates the workload overflow in hot regions, but
also speeds up view discovery and update delivery. Another key idea is that peers contrib-
ute spare bandwidth in a fully distributed way to forwarding updates about objects of
interest. Thus popular, high-demand objects will have more peers forward updates. We
also present how to select capable and reliable players for region hosts and object holders.

A P2P network simulator is developed to evaluate PPAct on two major types of online
games: role-playing games (RPGs) and first-person shooter (FPS) games. The results dem-
onstrate that PPAct successfully supports 10,000 players in RPGs and 1500 players in FPS
games. PPAct outperforms SimMud [2] in RPGs and Donnybrook [3] in FPS games by 40%
and 30% higher successful update rates respectively.

� 2012 Elsevier B.V. All rights reserved.

1. Introduction

Modern networked interactive applications, such as
online games [3], performance monitoring [4], and collabora-
tive editing [5,6], have moved from dedicated server designs
to P2P paradigms for better scalability and robustness. A core
challenge for P2P systems is to provide consistency mainte-
nance for all users by only using resources from these users.

P2P managed massive multi-player online games
(MMOGs) are representative applications that have been
extensively studied [1–3]. Some online game platforms,
e.g., Microsoft XBox Live [7], have deployed their P2P ser-
vices for commercial use. P2P systems for managing
MMOGs have the following goals: (1) scalability to serve a
large number of players; (2) consistency support for
high-frequency interactions; (3) compatibility to different
types of games; (4) easy configurability by heterogeneous
players. Unfortunately, there is no existing P2P system that
achieves all these goals. In this paper, we design a P2P
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system, PPAct, that accomplishes all these goals supporting
large-scale fast-interactive applications. MMOG is used as
an example to illustrate how these goals are satisfied.

Insufficient uplink bandwidth. Online game applica-
tions require that each player should have a correct view
of game status. The views of all players should be consis-
tent. Thus, a player needs to get timely updates. In the
worst case, a player needs every update from all other
players to maintain consistency. The total number of up-
dates sent by players is quadratic to the total number of
players. However, the total supply of uplink bandwidth
used for update delivery increases only linearly with the
number of players. The asymmetric bandwidth allocation
is dominated by downlink and thus uplink bandwidth is
quite limited for normal players. The mismatch between
the supply and demand of uplink bandwidth is a major
obstacle to good scalability.

We adopt Area-of-Interest (AOI) filtering [1,2] to reduce
the number of updates sent to each player. The game map is
partitioned into regions, and each player receives updates
about surrounding regions. These regions are called view
regions. Each player subscribes to appropriate view regions
in real-time. However, the AOI filtering only alleviates
bandwidth shortage but does not solve it fundamentally.

We make additional bandwidth savings by reducing the
overhead of view region discovery. We organize all regions
into a two-dimensional DHT (2-D DHT) based on their hor-
izontal and vertical positions. As game mobility studies [8]
suggest, player movements are mostly continuous. A 2-D
DHT provides low-cost region discovery for continuous
movements. In addition, the frequency of receiving up-
dates from subscribed regions is tuned temporarily to off-
set the gap between the supply and demand of bandwidth
due to update bursts. Since new updates are sent out peri-
odically, players may ignore obsolete updates in favor of
newer ones.

Workload imbalance. The interests of players are usu-
ally clustered to a few regions according to the power law
distribution of player population density [9]. The players
who are responsible for sending updates about the hot
regions may not have enough bandwidth to deliver them
on time, which is called the AOI ‘‘hot spot’’ problem. A
straightforward solution is to adjust region size related to
popularity as in the previous works [10,1]. A popular
region is divided into several small regions while an
unpopular region is kept large. However, varying region
size complicates region partitioning in P2P systems. Play-
ers change interests as the game evolves, consequently,
locations and sizes of hot areas keep changing. It is hard
to correctly partition regions because all players should
be synchronized and provided with such frequently chang-
ing information. Another solution is migrating peers from
unpopular regions to popular regions to share the work-
load as in the previous work [11]. However, it is difficult
to correctly perform migration in dynamic P2P systems.
In PPAct, we use a uniform region size so that region par-
titioning information is easily maintained by every player.
In this paper, we use peers and players interchangeably,
both mean the users of a P2P system.

We solve the AOI ‘‘hot spot’’ problem by breaking down
the workload of each region. We separate the object

discovery from the object consistency maintenance by
assigning each region to a region-host and each object to
an object-holder. A region-host is a peer who tracks objects
inside a region and players who want to receive updates
about this region. An object-holder is a peer who holds
the primary copy of an object and sends out updates about
the object. All objects inside a region are registered to the
region-host by their object-holders. Thus, players only
query the region-host to subscribe to all objects within
that region.

We further break down the workload of update delivery
by having each player contribute spare bandwidth to sub-
scribed objects. This avoids overloading object holders of
popular objects. Since demand for receiving updates of an
object is determined by the number of object subscribers,
our scheme ensures that the objects with higher demands
have more players to contribute. Moreover, bandwidth is
contributed in a fully distributed manner as players piggy-
back bandwidth information onto their region discovery
queries without adding extra overhead.

From our observation, the workload of a region host is
more stable than that of an object holder. The number of
regions assigned to a region host varies by the region host’s
capacity. When assigning multiple regions to a peer, we
avoid assigning neighboring regions to the same peer so
the regions are less likely to have player crowds simulta-
neously. A region host should also be reliable since it is
the contact point for players and object holders. We devel-
op an analytical model for region host selection with both
capacity and reliability threshold requirements.

Incompatibility to various games. There are two types
of popular online games: action games and role-playing
games (RPGs). Each type has its distinctive features and
thus different application requirements. An action game
requires players to use quick reflexes, accuracy, and timing
to overcome obstacles. A popular sub-genre is called first
person shooter (FPS). Thus, an action game involves fre-
quent updates and imposes stringent latency bounds for
update delivery. Most RPGs cast the player in the role of
one or more ‘‘adventurers’’ who specialize in specific skill
sets and progress through a predetermined storyline. Com-
pared to FPS games, RPGs have lower update rates and
tolerate to longer update latency, but support a larger
number of players. RPGs have updates from a great num-
ber of Non-Player Characters (NPC) and player avatars,
unlike FPS games, which only have updates from player
avatars [12]. Existing techniques may address either game
type but overlook adaptability. For instance, Donnybrook
[3] works well for FPS games, but only scales up to 900
players and does not handle NPCs for RPGs. Another work,
SimMud [2], manages NPCs for RPGs, but can rarely meet
the latency bound of FPS games.

PPAct is the first P2P system designed to be compatible
for different types of games. The separation of region-hosts
from object holders not only speeds up update delivery but
also provides flexible consistency maintenance for both
avatars and NPCs. With all these fully distributed tech-
niques, PPAct satisfies the stringent update latency bound
of FPS games and provides good scalability for RPGs. Our
extensive simulations show that PPAct successfully sup-
ports 10,000 players in RPGs with successful update rate
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