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a b s t r a c t

Multi-protocol label switching (MPLS) is an evolving network technology that is used to
provide traffic engineering (TE) and high speed networking. Internet service providers,
which support MPLS technology, are increasingly demanded to provide high quality of ser-
vice (QoS) guarantees. One of the aspects of QoS is fault tolerance. It is defined as the prop-
erty of a system to continue operating in the event of failure of some of its parts. Fault
tolerance techniques are very useful to maintain the survivability of the network by recov-
ering from failure within acceptable delay and minimum packet loss while efficiently uti-
lizing network resources.

In this paper, we propose a novel approach for fault tolerance in MPLS networks. Our
approach uses a modified (k, n) threshold sharing scheme with multi-path routing. An IP
packet entering MPLS network is partitioned into n MPLS packets, which are assigned to
node/link disjoint LSPs across the MPLS network. Receiving MPLS packets from k out of n
LSPs are sufficient to reconstruct the original IP packet. The approach introduces no packet
loss and no recovery delay while requiring reasonable redundant bandwidth. In addition, it
can easily handle single and multiple path failures.

� 2009 Elsevier B.V. All rights reserved.

1. Introduction

Multi-protocol label switching (MPLS) [1] is an evolving
technology that improves routing performance and speed,
and enables traffic engineering by providing significant
flexibility in routing. It is also capable of providing control-
lable quality of service (QoS) by primarily prioritizing
Internet traffic.

MPLS provides mechanisms in IP backbones for explicit
routing using label switched paths (LSPs), encapsulating

the IP packet in an MPLS packet. When IP packets enter a
MPLS based network, label edge routers (LERs) assign them
a label identifier based on classification of incoming pack-
ets and relating them to their forward equivalence class
(FEC). Once this classification is complete and mapped,
different packets are assigned to corresponding labeled
switch paths (LSPs), where label switch routers (LSRs)
place outgoing labels on the packets. In this basic proce-
dure all packets which belong to a particular FEC follow
the same path to the destination, without regards to the
original IP packet header information. The constraint based
label distribution protocol (CR-LDP) [2] or RSVP-TE [3], an
extension of the resource reservation protocol, is used to
distribute labels and bind them to LSPs. Fig. 1 shows a sim-
ple process for requesting and assigning labels in a MPLS
network. Here, an IP packet with IP prefix value 47.1 enter-
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ing the MPLS network is assigned labels L7 and L4 to setup
an LSP used to forward the packet from the ingress router
towards the egress router. Therefore, each LSR that re-
ceives a MPLS packet with Label IN value, after checking
its FEC value, forwards the packet to the next router with
Label Out value.

MPLS has many advantages for traffic engineering. It
increases network scalability, simplifies network service
integration, offers integrated recovery, and simplifies
network management. However, MPLS is very vulnerable
to failures because of its connection oriented architecture.
Path restoration is provided mainly by rerouting the traffic
around a node/link failure in a LSP, which introduces con-
siderable recovery delays and may incur packet loss. Such
vulnerabilities are much costly to time-critical communi-
cation [5] such as real-time applications, which tolerate a
recovery time in the order of seconds down to 10’s milli-
seconds. Therefore, service disruption due to a network
failure or high traffic in the network may cause the cus-
tomers significant loss of revenue during the network
down time, which may lead to bad publicity for the service
provider [4]. To prevent such bad consequences, routers
and other system elements in MPLS networks should be
resilient towards node or link failures. In other words,
MPLS networks should implement efficient mechanisms
for ensuring the continuity of operations in the event of
failure anywhere in the network. This aspect is usually re-
ferred to as fault tolerance. It is defined as the property of a
system to continue operating properly in the event of fail-
ure of some of its parts.

Over past years, several research works have been done
to deal with fault tolerance in MPLS networks (for instance
[5–14]). They can be classified into two categories, namely:
pre-established protection techniques and dynamic pro-
tection techniques. In the former, a backup LSP is pre-
established and configured at the beginning of the commu-
nication in order to reserve extra bandwidth for each
working path. In the latter, no backup LSP is established
in advance but after a failure occurs; hence, extra band-
width is reserved upon the happening of failures. Pre-
established path protection is the most suitable for
restoration of MPLS networks in real-time due to fast
restoration speed. The dynamic protection model, how-
ever, does not waste bandwidth but may not be suitable

for time sensitive applications because of its large recovery
time [5–7].

In addition, recovery schemes can be classified as either
link restoration or path restoration according to the initiali-
zation locations of the rerouting process. In link restora-
tion, the nodes adjacent to a failed link are responsible
for rerouting all affected traffic demands. In contrast, in
path restoration, the ingress node initiates the rerouting
process irrespective of the location of the failure. When
the reserved spare capacity can be shared among different
backup paths, it is called shared path/link restoration. In
general, path restoration requires less total spare capacity
reservation than link restoration scheme [8].

Besides the above classification issue, protection tech-
niques can be compared one to another based on parame-
ters like bandwidth redundancy, type of failures handled,
recovery time, and packet loss. The first parameter mea-
sures how much extra bandwidth is required by the protec-
tion scheme. The second parameter determines whether
the protection technique recovers from single or multiple
failures. The third parameter indicates how much time is
required by the technique to reroute traffic after failure. Fi-
nally, the last parameter gives the percentage of packets
lost due to failures. As pointed out later on, none of the
existing fault tolerance schemes provides path protection
without packet loss, recovery delay, and minimum redun-
dant bandwidth. Therefore, there is still a need for new pro-
tection techniques that can optimize all of these factors.

In this paper, we present a novel approach for fault tol-
erance in MPLS networks using a modified (k, n) threshold
sharing scheme with multi-path routing. An IP packet
entering MPLS network is partitioned into n MPLS packets,
which are assigned to n disjoint LSPs across the MPLS net-
work. Receiving MPLS packets from k out of n LSPs is suffi-
cient to reconstruct the original IP packet. The proposed
approach has the following advantages. Firstly, it handles
single failure as well as multiple failures. Secondly, it al-
lows the reconstruction of the original packet without
any loss of packets and a zero recovery delay. Thirdly, it re-
quires a reasonable redundant bandwidth for full protec-
tion from failures. It is worth to note that in case the
network topology does not offer n disjoint paths, the pro-
posed approach should use n maximally disjoint paths. In
this case, the reconstruction of the original packet might

Fig. 1. MPLS single path label distribution.
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