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a b s t r a c t 

Currently, it is hard to imagine our lives without the Internet, where services are accessed 

and shared by billions of users every day. However, even after many years, the Internet 

cannot guarantee Quality of Service (QoS) for the main services to current and future 

clients. To deal with this problem, clients establish Service Level Agreements (SLAs) with 

their Internet Service Providers (ISPs), including resilience parameters. The Internet is rec- 

ognized to be resilient enough for many services, but it is still sensitive to failure events 

that affect the performance of these services. Software Defined Networks (SDNs) together 

with Virtual Network (VNs) approaches aim to enhance the management, planning and 

resource usage of networks. When both approaches are mixed together, we have Virtual 

Software Defined Network (VSDN). However, the allocation of VSDNs considering resilience 

issues is still an open issue. Within this context, this paper presents an algorithm for VSDN 

allocation, called Bw-Risk-Ratio , that considers resilience factors, as well as it deploys the 

VSDN according to QoS parameters defined in the SLA. Experiments using a real network 

topology show the effectiveness of the algorithm to deploy the VSDN resilient to failure 

events when compared to existing solutions. 

© 2016 Elsevier B.V. All rights reserved. 

1. Introduction 

Nowadays, Internet services over communication net- 

works play a vital role in our modern private, corporate, 

and institutional lives. As a consequence, users become 

frustrated when the Internet access fails and/or when ap- 

plication quality level drops. Currently, users share lots of 

content, which accounts for an expressive part of Internet 

traffic. In general, Internet traffic is composed of a variety 
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of applications, which need high bandwidth and are sensi- 

tive to delay and packet losses. 

Usually, to pursue Quality of Service (QoS) between 

companies/clients and Internet Service Providers (ISPs), a 

Service Level Agreement (SLA) is established to specify net- 

work parameters to be fulfilled by the ISPs [1] , where re- 

silience is a key requirement to avoid service disruption 

of networked applications. Network resilience has been de- 

fined as the capacity of the network to provide a minimum 

specified level of service in situations of faults in standard 

operation [2] . The concept of resilience involves not only 

incorporating reactive actions to manage post-event con- 

sequences, but also pre-event strategic planning. Moreover, 

reliability and traffic congestion concepts are important 
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aspects of resilience to be considered during the service 

provisioning process [3] . 

Resilience and Bandwidth (Bw) are metrics closely re- 

lated to the QoS, and they have direct impact in the user’s 

impression/satisfaction about the service provided by the 

ISP. However, the current Internet design does not support 

both QoS and resilience guarantees, being necessary to im- 

prove the management and planning of ISPs to allow a bet- 

ter access to the Internet [3] . The implementation of these 

management and planning features involves ensuring SLA 

specifications, and thus impacts the user’s experience dur- 

ing possible failure events in the ISP. 

Network Virtualization (NV) and Software Defined Net- 

works (SDNs) approaches emerge as prominent technolo- 

gies to bring management and planning features for the 

future Internet. NV is a technology that enables the de- 

ployment of multiple network environments that share the 

same physical infrastructure [1] , and SDN is a network ar- 

chitecture that allows us set up flows and subnetworks 

through controls that are separate from the data plane [4] . 

Both approaches can be mixed together through a Network 

Hypervisor (such as Flowvisor or OpenVirtex [5] ), which al- 

lows slicing of the network in layers. Each layer is a cus- 

tomized Virtual Network (VN) that deploys a particular set 

of resources and protocols. We call this a Virtual Software 

Defined Network (VSDN). Through the VSDN approach, the 

ISP can isolate VNs in the SDN and separately deploy the 

functionalities requested by each client, for example packet 

routing, resource reservation, among others. 

The flexibility and management control provided by VS- 

DNs, however, does not come for granted. To deploy VS- 

DNs, ISPs must develop allocation algorithms that decide 

which components (links and nodes) will take part on the 

VSDN to comply with client requests. In this context, this 

paper proposes the Bw-Risk-Ratio algorithm to deploy VS- 

DNs with the best ratio between network reliability and 

bandwidth allocated to the VSDN. Thus, besides adapting 

the VSDN allocation according to the reliability, our pro- 

posal also aims to minimize the total bandwidth commit- 

ted to solve the requests. To accomplish this, the proposed 

algorithm deploys a VSDN based on available Bw in the 

network and on the estimated risk of failure of the com- 

ponents allocated to VSDN. We also propose a risk model 

to define the failure risk of a component, which is used as 

input for our Bw-Risk-Ratio algorithm. 

The objective of the proposed algorithm is to allocate a 

VSDN that is efficient (i.e., fulfills the SLA parameters using 

as few as possible resources from the ISP) under normal 

operating conditions, but is also planned to be resilient un- 

der failure events. The resilience is achieved with strategic 

planning for failure events, where the algorithm deploys 

alternative paths whose allocated Bw can be increased as 

necessary, called elastic Bw. This elastic Bw allocation is 

possible due to the dual characteristics of the proposed 

VSDN that combines the SDN and NV approaches [6] . 

The contribution of this paper is an allocation algo- 

rithm for VSDN, which focuses on searching relative dis- 

joint paths to achieve resilience considering the events 

that can affect the network infrastructure, as well as the 

planning of resource allocation to ensure SLA. The contri- 

bution represents the utilization of distinct research topics 

that when mixed together can improve the service provi- 

sion of ISPs. 

This paper is organized as follows. Section 2 presents 

some basic concepts, including the description of the net- 

work reliability method and the presentation of some re- 

lated work. Section 3 introduces the proposed algorithm. 

Section 4 describes the experimental results, and Section 5 

concludes the paper and presents future work. 

2. Background 

This section provides key concepts for the understand- 

ing of this paper. Section 2.1 presents the concept of Vir- 

tual Software Defined Networks and an illustrative sce- 

nario, while Section 2.2 describes the network reliability 

calculation. Finally, Section 2.3 discusses the main related 

work of resilience strategies, encompassing disjoint path 

definition, failure recovery, survivability, and other. 

2.1. Virtual Software Defined Networks 

Virtualization is used to bring flexibility and isola- 

tion for computer networks. Traditionally, approaches to 

achieve virtualization of the network (for example, Xen [7] , 

SR-IOV [8] „ VIOLIN [9] , and other) propose modification of 

existing network equipment and/or the usage of technolo- 

gies that are not designed to perform the network virtual- 

ization, where the virtual components have autonomy and 

should be configured individually [4] . 

Another approach is the deployment of VNs over SDNs. 

The basic idea of SDN is to decouple control and forward- 

ing planes to make the network more manageable. A Con- 

troller acts as the “brain”, i.e., it is the entity responsible for 

network behavior, relaying information to the switches ac- 

cording to applications deployed on it. A network hypervi- 

sor can be deployed over an SDN infrastructure to provide 

an abstraction layer for the network components. Thus, 

it allows the creation of virtual networks that are com- 

pletely decoupled and independent. The network hypervi- 

sor enables a virtual network to be independently man- 

aged by a controller and to be dynamically provisioned. 

These virtual networks created over the SDN infrastruc- 

tures are called VSDNs, where the capability to customize 

both the network parameters and services provided by ISPs 

arises. Therefore, the solutions to deal with the virtualiza- 

tion over SDN infrastructures should interact directly with 

the network hypervisor and the flow tables inside the SDN 

switches. 

Differently from the traditional approaches, in the 

VSDN context the virtualization is centralized in the net- 

work hypervisor and the intelligence of the network is 

based on the controller configuration, where one controller 

is responsible for one virtual network, which has a particu- 

lar view of the network infrastructure composed of a sub- 

set of flows [4] . 

Fig. 1 illustrates each environment that exists in the 

context of VSDN in the ISPs and an ISP Manager repre- 

sents the management entity of the ISP. SDN Infrastructure 

portrays the set of network components that compose the 

ISP. Network Hypervisor holds the configuration of VSDNs. 
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