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a b s t r a c t

The realization of the Internet of Things (IoT) paradigm relies on the implementation of
systems of cooperative intelligent objects with key interoperability capabilities. One of
these interoperability features concerns the cooperation among nodes towards a collabo-
rative deployment of applications taking into account the available resources, such as elec-
trical energy, memory, processing, and object capability to perform a given task, which are
often limited.

In this paper, firstly, we define the issue related to resource allocation for the deployment
of distributed applications in the IoT, and we describe the architecture and functionalities
of a relevant middleware that represents a possible solution to this issue. Secondly, we pro-
pose a consensus protocol for the cooperation among network objects in performing the
target application, which aims to distribute the burden of the application execution, so that
resources are adequately shared. We demonstrate that, using the proposed protocol, the
network converges to a solution where resources are homogeneously allocated among
nodes. Performance evaluation of experiments in simulation mode and in real scenarios
show that the algorithm converges with a percentage error of about 5% with respect to
the optimal allocation obtainable with a centralized approach.

� 2014 Elsevier B.V. All rights reserved.

1. Introduction

The last few years have been involved by the technolog-
ical revolution represented by the Internet of Things (IoT)
[1]. The IoT vision aims to interconnect devices with differ-
ent capabilities such as sensors, actuators, Radio Frequency
Identification (RFID) tags, smart objects (e.g. smartphones),
and servers, within the same heterogeneous network. The
aim is to enable the network objects to dynamically coop-
erate and make their resources available, in order to reach
a goal, i.e. the execution of one or more applications
assigned to the network.

Available resources (such as electrical energy, memory,
processing, and node capability to perform a given task)

are often limited. This is the case, for example, of wireless
sensor nodes, which are often battery powered, and there-
fore have limited energy amounts. Another example is rep-
resented by the scarce processing capabilities of RFID tags.
Given the size of a distributed heterogeneous system such
as the IoT network, the resource allocation issue with the
aim of improving network performance is not trivial. Fur-
thermore, IoT networks are characterised by the dynamic
behaviour of their nodes. In fact, emerging applications in
smart environments such as smart cities and smart homes,
where IoT is preponderant, are often based on opportunis-
tic networks and opportunistic sensing. In opportunistic
networks, connections among nodes are created dynami-
cally in an infrastructure-less way: when forwarding a
message, next hops are chosen opportunistically, on the
basis of their likelihood to get the message closer to its
destination [2]. Opportunistic sensing is characterised by
sensors that erratically sense the environment, whenever
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their state (such as location or user activity) matches appli-
cation’s requirements [3]. In such a dynamic context, with
frequent and quick changes of scenario, it is not reasonable
that resource allocation is accomplished in a centralized
way.

To the best of authors’ knowledge, there are not stud-
ies focusing on distributed resource allocation in IoT.
Some past studies such as [4,5] focused on finding and
allocating network resources that enable service execu-
tion. However, these works are not aimed at finding the
best solution among alternative ones but they consider
that only one solution is available. Accordingly, the best
way to distribute the usage of resource is not their
concern.

In this work, we face the challenges of the deployment
of distributed applications in the IoT in terms of coopera-
tion among objects, with the aim of distributing the bur-
den of the execution of the application committed to the
network, so that resources are adequately exploited. Since
opportunistic sensing and opportunistic networks are par-
amount in IoT scenarios, we focus on solutions for this kind
of networks.

Our contribution in this paper is twofold: (i) we first
define the problem and the challenges related to resource
allocation for the deployment of distributed applications
in heterogeneous networks. Based on these consider-
ations, we describe the architecture of the proposed mid-
dleware that enables the implementation of application
deployment to network resources, by means of a distrib-
uted and coordinated negotiation among network objects.
(ii)We then provide a distributed protocol based on the
consensus algorithm proposed in [6], and we adapt it to
solve the problem of resource allocation and management
in IoT networks. In particular, we focus on adjusting sens-
ing functionalities of objects so that resources are equally
shared among nodes participating into the application
execution. Simulation and real scenario results prove that
the convergence of the consensus algorithm is quickly
reached.

The rest of the paper is organised as follows. Section 2
describes the reference scenario of an opportunistic IoT
network and its features. Section 3 analyses some related
works and how they approach the resource allocation
problem. In Section 4, the consensus model in the algo-
rithm is introduced. Section 5 describes the protocol.
Finally, Sections 6 and 7 present the algorithm perfor-
mance analysis and draw conclusions, respectively.

2. The reference scenario

In the IoT, key nodes are represented by sensors, actua-
tors, RFID tags, smart objects, and servers connected to the
Internet [1], which have the most diverse characteristics
and capabilities. All these types of devices need to interop-
erate and reconfigure in an autonomous way, in order to
perform some given applications dynamically [7,8]. Other
than node heterogeneity, we consider the scenarios char-
acterized by wireless communications that exploit oppor-
tunistic networking as a way for improving cyber-
physical systems pervasiveness in the environment

[9,10]. Accordingly, the information are addressed, dissem-
inated and shared within and among opportunistic com-
munities of devices that are formed based on the
movement and opportunistic contact nature of humans
[11]. In this scenario, not only opportunistic communica-
tions are highly desirable but also sensing so that nodes
allow their sensors to be remotely tasked on someone
else’s behalf, collecting and reporting sensor data on a
best-effort basis when the conditions permit [12].

In this depicted scenario, it frequently happens that
some nodes perform the same sensing operation, such as
the measurement of the traffic in the same street, the mea-
surement of the humidity and/or the temperature in a
room, the detection of moving objects/persons in a given
environment, the monitoring of the luminosity in a public
square. However, not all nodes have usually the same
amount of resources to be dedicated to the same tasks
and the set of nodes that can cooperate in performing a
given operations changes quickly as opportunistic behav-
iours make the scenario quite dynamic. Accordingly, groups
of nodes are identified, namely, task groups, that perform
similar and replaceable tasks. To understand the meaning
of task group, suppose, for example, that the network is per-
forming a temperature sensing in a specific area: only those
nodes that are equipped with a temperature sensor and that
are deployed within that area are included in the task group
related to this task. These task groups are assigned with the
relevant task by the application deployment server, which
could decide which exact node should perform each needed
task. Alternatively, it may leave these groups of nodes to
autonomously decide how to distribute the burden of tasks
among them without the need for the central server to keep
the role of single physical node controller. According to the
latter vision, the IoT is made of virtual objects (VOs) [13]
which are activated by the Central Deployment Server.
The VO role may be implemented by a node in the task
group and is in charge of processing the requests generated
by the central server and forwarding configuration mes-
sages to the other physical nodes (note that the virtual node
may coincide with the only single physical node that is
capable of implementing the required task). At this point,
allocating the proper resources to the required task is a duty
of the nodes in the task group.

Fig. 1 provides a sketch of the above described reference
scenario. The central server, or a leader node, transmits the
activation signal to the VO. Since the VO is responsible for
keeping track of the physical nodes that belong to the same
task group it leads, it knows which nodes the activation sig-
nal is addressed to. Therefore, it is able to forward the acti-
vation signal to the appropriate nodes, on the basis of their
belonging to a determined task group. The aim of the algo-
rithm explained in Section 5 is, for each node belonging to
the same task group, to dynamically change its assignment,
in order to share the effort required to perform the consid-
ered task, in terms of necessary network resources.

3. Related works

In this Section we aim at presenting how the task allo-
cation problem has been addressed in the different con-
texts of relevance for the considered scenario.

G. Colistra et al. / Computer Networks 73 (2014) 98–111 99



Download English Version:

https://daneshyari.com/en/article/452883

Download Persian Version:

https://daneshyari.com/article/452883

Daneshyari.com

https://daneshyari.com/en/article/452883
https://daneshyari.com/article/452883
https://daneshyari.com

