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a b s t r a c t

Structured peer-to-peer networks are capable of fast and efficient lookup operations as a
distributed hash table. The topology of these networks makes it possible to send broadcast
messages among nodes, either for the purpose of providing a complex query service for
participants, or to disseminate information valuable for all nodes. In this article a broadcast
algorithm for the Kademlia XOR topology is presented. The algorithm, which was devel-
oped specifically for Kademlia, uses replication mechanisms similar to that of the storage
and retrieval service of this overlay topology. This allows for increased reliability and speed
of the broadcast, and also efficient operation, as the routing table for lookups are already
available and can be used. An analytical model is presented, which can be used to calculate
the required level of replication for any desired reliability at runtime, and is validated with
simulation as well.

� 2013 Elsevier B.V. All rights reserved.

1. Introduction

The purpose of developing structured P2P overlays was
to reduce the traffic generated by data lookup requests [1],
which were based on flooding mechanisms in earlier over-
lays like Gnutella [2]. However, some P2P applications re-
quire a broadcast messaging service. Broadcast messages
are used to disseminate information valuable for every
peer. Types of such information include system-wide con-
figuration parameters or global messages in instant mes-
saging services. They can also be used to implement
partial keyword searches or so-called blind searches [3].
These are not much different from a broadcast: messages
are forwarded like in a broadcast, but forwarding is
stopped once the request can be fulfilled.

The topologies of structured P2P networks are
organized in such a way, that the diameter of the overlay,
i.e. the number of hops between any two nodes in the

topology, is small. By using the already present connec-
tions, broadcast messages can be delivered to nodes
quickly, usually in O ðlog NÞ time, where N is the number
of nodes in the overlay [4,5]. Problems arise when nodes
or network links fail, or malicious nodes join the network
[6]. These hinder the correct functioning of communica-
tion, and even result in a significant number of nodes not
receiving the message at all [7,8].

Most of the broadcast algorithms presented in the liter-
ature are developed for Chord [9] or CAN [10]. In this
paper, we present a broadcast algorithm for the Kademlia
network, which only uses entries in the routing tables of
Kademlia nodes, and therefore it requires no preliminary
steps or additional address space partitioning for the
broadcast to take place. We deduce formulae to estimate
the coverage correctness (ratio of nodes receiving the mes-
sage) of the algorithm in the function of network packet
loss ratio and node reliability. The equations presented in
this article allow nodes to set the parameters of the algo-
rithm during run-time, using data available through mea-
surements of their usual traffic and investigation of their
routing tables.
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In order to enhance reliability and speed up the broad-
cast, we employ a replication method, that is suited espe-
cially for the Kademlia network. The effect of replication
on reliability is also examined and an equation is derived,
which can be used to calculate the required level of repli-
cation for any desired level of coverage by nodes at run-
time. All analytical results are validated with simulation
as well, and a small scale experiment is used to measure
the efficiency of different methods aimed at shortening
the time interval needed to carry out the full broadcast
in an overlay network.

The rest of the paper is organized as follows. In Section
2, related works of similar methods are overviewed.
Section 3.1 presents a transformation of the Kademlia
overlay, which is used in the proof of correctness of the
broadcast algorithm. Section 3 discusses the novel broad-
cast algorithm with replication. Analytical and simulation
results are presented and compared in Section 4. Research
is concluded and future research goals are set in Section 5.

2. Related work

Structured P2P networks are application level overlay
networks utilizing a predefined topology. The overlay net-
work is generally presented to the application as a distrib-
uted hash table service (DHT), storing hkey; valuei pairs and
allowing the reliable retention and quick retrieval of any
value, for which the associated key is precisely known.
The mapping of keys to nodes makes it easy to lookup
any hkey; valuei pair in the overlay. In turn, it makes it
practically impossible to retrieve data if the key is not pre-
cisely known. In order to implement such kind of queries,
usually broadcast messaging is used.

The broadcast algorithms of P2P networks generally use
a deterministic method: partitioning the address space or
probabilistic method: epidemic style communication [3].
Each have advantages, and by the combination of the two
approaches, the number of messages does not increase
significantly.

2.1. Deterministic broadcast algorithms

Deterministic broadcast algorithms are based on select-
ing responsible nodes for specific intervals of NodeID ad-
dress space. By properly partitioning the address space,
the broadcast can be sent using N � 1 messages and in
O ðlog NÞ time, where N is the size of the overlay. If the tree
formed by the path of the messages is higher than that, the
broadcast will be slower [4,11]. Churn (nodes frequently
quitting, failing or maybe joining [12]) is handled by these
algorithms with various levels of reliability and extra cost
[9].

The Efficient Broadcast algorithm partitions the address
space of Chord into equally sized intervals [5]. For exam-
ple, in an overlay, which uses the address space ½0;8Þ, the
node with the address 0 initiating the broadcast will divide
the address space into the intervals ½0;4Þ and ½4;8Þ. In the
latter one, node 4 is responsible for sending the message,
while in the former, node 0 is responsible. So it refines
the interval to ½0;2Þ and ½2;4Þ again, and node 4 does the

same for its own selected interval. When experiencing
packet losses or incorrect routing tables due to churn, the
reliability of this algorithm drops rapidly [3]. Also, nonlin-
ear network topologies like CAN [13] or Kademlia do not
allow arbitrary selection of address space partitions.

The algorithm named Self-correcting Broadcast aims to
extend the Efficient Broadcast to handle outdated entries
in the routing table, by using a correction on use technique
[14]. Address space partitions, or so-called intervals are se-
lected, and the responsibility of a node is delegated to the
node of the next interval upon failure.

Reliability can be improved by instructing selected nodes
to provide an acknowledgment upon the successful comple-
tion of the broadcast [7]. This is a recursive mechanism: a
responsible node will send the acknowledgment back to
the one it is selected by, if it has received all the acknowledg-
ments from the nodes it selected for its smaller intervals.
After a predefined timeout, new responsible nodes are se-
lected. While this solution is applicable for routing table
deficiencies, it fails to provide adequate correctness when
malicious nodes join the overlay, which reply to broadcast
requests with false positive acknowledgments.

Partitioning of the address space can be carried out by
address prefixes as well [15]. An algorithm presented in
the cited article is implemented for Scribe on Pastry [16].
However, the arbitrary selection of responsible nodes re-
quires additional lookup requests for the broadcast.

2.2. Probabilistic broadcast algorithms

Probabilistic algorithms use epidemic-style communica-
tion to cover the address space of overlays. In the algo-
rithm Efficient Broadcast in P2P grids, nodes randomly
select more neighbors for sending them the message as a
duplicate [8]. This ensures reliability in case of nodes fail-
ing or quitting the overlay. The random selection, however,
does not take overlay topology of Chord into consideration.

2.3. Other uses of broadcast-like communication

Algorithms based on selecting responsible nodes are
generally faster than those working with random selection.
However, the latter are more reliable when network errors
are present. Efficiency can be improved if the aim of the
broadcast is to provide blind search. For these, forwarding
the message to neighbors is stopped if the search request
is fulfilled [17], or the flooding can also be stopped by
assigning a TTL (time to live) field to messages and decre-
menting it with every hop [18].

Several methods presented in literature implement
multicast rather than broadcast [10]. The multicast tree
in the communication can be the spanning tree of already
present connections in the P2P network. For an overview of
application level multicast algorithms, the reader is re-
ferred to [19].

2.4. The Kademlia structured peer-to-peer network

Kademlia is a P2P DHT routing protocol, which orga-
nizes its nodes to a binary tree. (For an in-depth discussion
of its internal semantics, please refer to [20].) It is
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