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A Wireless Sensor Network (WSN) is a wireless network consisting of spatially distributed autonomous devices
using sensor nodes in a wide range of applications in various domains. In the future,WSNs are expected to be in-
tegrated into the “Internet of Things” (IoT), where sensor nodes join the Internet dynamically, and use them to
collaborate and accomplish their tasks. Because of the communications of WSN will produce a broadcast
storm, the Cluster-based Wireless Sensor Network (CWSN) was proposed to ameliorate the broadcast storm.
However, the capability of the fault-tolerance and reliability of CWSNs must be carefully investigated and
analyzed. To cope with the influence of faulty components, reaching a common agreement in the presence of
faults before performing certain tasks is essential. Byzantine Agreement (BA) problem is a fundamental problem
in fault-tolerant distributed systems. To enhance fault-tolerance and reliability of CWSN, the BA problem in
CWSN is revisited in this paper. In this paper, a newBA protocol is proposed that adapts to the CWSN and derives
its limit of allowable faulty components, while maintaining the minimum number of message exchanges.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

One new concept associated with the “Future Internet” is that of the
so-called “Internet of Things” (IoT). The “Internet of Things” describes a
vision where objects become part of the Internet, where every object is
uniquely identified, and accessible to the network, its position and
status known, and where services and intelligence are added to this ex-
panded Internet, fusing the digital and physical world, ultimately
impacting our professional, personal and social environments [4]. The
IoT is a technological revolution that represents the future of computing
and communications; its development depends on dynamic technical
innovation in a number of important fields, such as wireless sensors.
The purpose of the IoT consists in the facilitation of information ex-
changes about, among other things or goods in global supply chain
networks, i.e., the IT-infrastructure should provide information
about “things” in a secure and reliable manner. Extending the initial
application scope, the IoT might also serve as the backbone for ubiq-
uitous computing, enabling smart environments to recognize and
identify objects, and retrieve information from the Internet to facili-
tate their adaptive functionality [8].

Through the study of the IoT technology, the idea of combining IoT
withWireless Sensor Network (WSN) is proposed, which demonstrates
the integration feasibility of the RFID and WSN technology [4]. In order

to improve the efficiency of logistics enterprises, all aspects in the
transport process should be monitored, which requires applying the
IoT technology into the logistics management system [10]. WSN is a
wireless network consisting of spatially distributed autonomous de-
vices using sensor nodes to monitor physical or environmental condi-
tions cooperatively [1]. However, the sensor node is limited by the
energy resource, memory, computation, communication capability,
etc. [5]. Therefore, the topology of a Cluster-based Wireless Sensor
Network (CWSN) has been proposed to prolong the lifetime of WSNs
by decreasing the energy consumption of nodes [7].

The reliability of the node is one of themost important requirements
of a successful CWSN. In order to provide a reliable environment in
CWSN, a mechanism to allow a set of nodes to agree on an agreement
value is required. The Byzantine Agreement (BA) problem [6,9] is one
of the most fundamental problems in which an agreement value is
reached in a distributed system. Some examples of such applications
are the commitment problem in a distributed database system, the
clock synchronization problem, and the landing task controlled by a
flight path finding system [12].

The traditional BA problem first defined by Lamport et al. [9] makes
the following assumptions.

(1) There are n nodes in a synchronous distributed systemwhere n is
a constant and n ≥ 4.

(2) Each node can communicate with the others through a reliable
fully connected network.

(3) One or more of the nodes might fail, so the faulty nodes may
transmit incorrect message(s) to other nodes.

(4) After message exchange, all fault-free nodes should reach a
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common agreement, if and only if the number of faulty nodes fn
is less than one-third of the total number of nodes in the network
(fn ≤ ⌊(n − 1)/3⌋).

(5) Only the faulty nodes are considered.

Based on these assumptions, the BA requirement can be satisfied
when the following constraints are met:

Agreement: All fault-free nodes agree on a common decision value.

Validity: If the source node is fault-free, then all fault-free nodes
agree on the initial value sent by the source node.

Previous researches on the BA problem were solved in a well-
defined network environment, such as fully connected network, broad-
cast network and so on [2,7,9]. In other words, all nodes reside in a
wired network environment. However, the technology of networks
continues to grow at a high speed and the applications in wireless
mobile networks have reached an astonishing achievement level in
the last year, so it is important to solve the BA problem in the wireless
mobile networks. Thus, this research will focus on the wireless mobile
networks and propose a protocol to make all fault-free nodes reach an
agreement in the CWSN. In this study, the BA problem in CWSN is re-
vised. The proposed protocol is referred to as the Optimal Generalized
Byzantine Agreement protocol in CWSN (OGBA), which can lead to an
agreement between each fault-free node in the topology of CWSN.
However, the proposed protocol OGBA is the only protocol to make all
fault-free nodes reach BA in the case of CWSNwith bothnode and trans-
mission medium (TM) fallibility.

The rest of this paper is organized as follows. Section 2 discusses the
CWSN. Then, the proposed protocol OGBA is introduced and illustrated
in detail in Section 3. In Section 4, an example of the execution of the
proposed protocols is given. Section 5 demonstrates the fault-freeness
and complexity of our new protocol. Section 6 concludes this paper.

2. Related work

The concept of the Internet of Things (IoT) was first introduced in
1999, and referred to the network connecting objects [13]. An IoT is
foreseen to be a worldwide network of interconnected objects uniquely
addressable, based on standard communication protocols [1]. Identified
by a unique address, any object, including computers, sensors or RFID
tags will be able to dynamically join the network, collaborate and coop-
erate efficiently to achieve different tasks. Including WSNs in such a
scenario will open up new perspectives. Covering a wide application
field, WSNs can play an important role by collecting surrounding
context and environment information. However, deploying WSNs

are configured to access the Internet raises novel challenges; these
need to be tackled before taking advantage of the many benefits of
such integration. The wide WSN application field can be divided into
three main categories according to monitoring space, monitoring ob-
jects and monitoring interactions between objects and space [5,14].
The proposed classification can be extended by an additional category
monitoring human beings.

However, when WSNs become a part of the Internet, the capability
of the fault-tolerance and reliability of WSNs must be carefully investi-
gated and analyzed. A cluster of sensor nodes in WSN is cooperating
to achieve some objectives; each sensor node not only communicates
with other sensor nodes by using broadcast in WSN, but also leads to
a severe problem, such as broadcast storms. Therefore, the researchers
proposed Cluster-based Wireless Sensor Network (CWSN) to amelio-
rate the broadcast storm [7]. In CWSN, each cluster is composed of
many sensor nodes and one cluster head. The sink controls the state
and communication data of all cluster heads. The cluster head controls
the state and communication data of all sensor nodes. Fig. 1 is a topology
of CWSN [4].

In the CWSN,messages are always receivedby receiving nodeswith-
in a fixed time period; otherwise, the message's sender is treated as a
failure. If certain components in a distributed system fail, a protocol is
required to ensure that the system still functions correctly. However,
network components may not always work well.

In previous literature, most protocols of the BA problem perform
well in wired networks [7,9,12,15]. Recent advances in technology
have provided portable nodes with wireless interfaces that allow net-
work communication among mobile users. The computing environ-
ment, which refers to mobile computing, no longer requires users to
maintain a fixed and universally known position in the network, and
enables almost unrestricted mobility. The topology of CWSN is a type
of wireless network topology, and so previous protocols may not be
well suited to it.

In a BA problem, many cases are based on the assumption of node
failure in a fail-safe network [7,9]. Based on this assumption, a TM
fault is treated as a node fault, whatever the correctness of an innocent
node, so that an innocent node does not involve agreement [15]. Never-
theless, the definition of a BA problem requires all fault-free nodes to
reach agreement.

A component is said to be fault-free if it follows protocol specifica-
tions during the execution of a protocol; otherwise, the component is
said to be faulty. The symptoms of component failure can be classified
into two categories: dormant faults and malicious faults [12]. Dormant
faults of fallible components constitute a crash, omission, or stuck-at
fault. A crash fault results when components do not work correctly. An
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Fig. 1. The topology of CWSN.
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