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a b s t r a c t 

This paper presents a reconfigurable fault tolerant routing for Networks-on-Chip organized 

into hierarchical units. In case of link faults or failure of switches, the proposed approach 

enables the online adaptation of routing locally within each unit while deadlock freedom 

is globally ensured in the network. Experimental results of our approach for a 16 × 16 

network show a speedup by a factor of almost four for routing reconfiguration compared 

to the state-of-the-art approach. Evaluation with transient faults shows that a dedicated 

reconfiguration unit enables successful reconfiguration of routing tables even in case of 

high error probabilities. 

© 2016 Elsevier Ltd. All rights reserved. 

1. Introduction 

The ongoing technology scaling allows an increasing number of cores to be implemented on a single chip, e.g. Intel’s Xeon 

Phi Coprocessor [1] or Tilera’s Tile-MX multicore processor [2] . As this scaling trend continues [3] , future multiprocessor 

systems will feature hundreds of cores on a single chip. 

The increasing size of on-chip systems poses a new challenge to Networks-on-Chip (NoCs). Mechanisms implemented 

in an NoC, such as table-based routing, work well for small systems but do not scale for bigger systems. A possibility to 

cope with scalability problems is the introduction of a hierarchical structure to NoCs. A hierarchical NoC can be obtained 

by constructing its topology using subnetworks or by segmenting a given topology into logical units. Both subnetworks 

and logical units enable formerly global mechanisms to be applied locally thus reducing their complexity. Compared to 

subnetworks, logical units have the advantage that they can be applied without changing an existing topology. Typically, 

network nodes (switch + core) are grouped into a logical unit if they are part of the same task and share a spatial relation. 

The downside of technology scaling is the increased probability of occurrence of permanent faults in an NoC due to 

manufacturing inaccuracies [4] or wear-out effects such as electromigration [5] that emerge during system operation. The 

failure of links or switches due to permanent faults results in an altered network topology. In such a case, static routing can 

no longer maintain connectivity between system components. For this reason, it is crucial that the routing is adapted to the 

new network situation to enable packets to circumvent faulty components. 
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In this paper we present a reconfigurable fault tolerant routing approach based on Up/Down routing [6] for large scale 

NoCs with logical hierarchy. It enables the routing to be adapted locally within each hierarchical unit in case of permanent 

faults while deadlock freedom is guaranteed globally. Our approach can be applied to any number of hierarchy levels. 

The remainder of the paper is organized as follows: In Section 2 related work is discussed. Section 3 contains a formal 

introduction to NoC topologies as well as an introduction to Up/Down routing. In Section 4 we present our hierarchical 

network concept. Our hierarchical routing is presented in Section 5 and the reconfiguration process in Section 6 . Evaluation 

results are discussed in Section 7 . Section 8 concludes the paper. 

2. Related work 

In this section, we focus on work related to routing reconfiguration. Related work dealing with hierarchical topologies 

and hierarchical routing is presented in [7] . 

A reconfigurable scheme for source based routing is presented in [8] . If a source cannot reach a destination, it floods 

a path request through the network. Each node stores the port via which the request was received in a table. When the 

request reaches the destination, a packet is sent back to the source using the reverse path recording that path by means 

of the table entries. At the source the recorded path is checked in software if it contains violations of routing restrictions 

and if so virtual channels (VCs) are assigned to prevent deadlocks. Results in [8] show that about 2300 cycles are required 

to adapt a path of length 10 hops. However, permanent faults usually have an impact on multiple source-destination pairs 

and thus the path request has to be initiated for each of them. This results in a high time to adapt the routing completely. 

Furthermore, source based routing induces great costs for implementation of routing tables. 

In [9] , a centralized routing management system for high-performance networks is proposed. After the occurrence of 

a fault, the central manager first discovers the remaining topology and creates a topology graph with Up/Down directions. 

This graph then is used to calculate the routing for every network node. However, determining the routing for all nodes by 

a single manager results in a high calculation time. 

A distributed routing recalculation approach for Up/Down routing is presented in [10] . For routing adaptation, normal 

operation in network is stopped and flags are broadcast by each node. Up/Down routing directions are assigned to each 

node port during the initial broadcast. Starting with the node that has detected a permanent fault, each of the n network 

nodes consecutively broadcasts a flag to all other nodes via dedicated signals. The reconfiguration period is divided into n 

portions, each with a duration of n cycles. Upon receipt of a flag, a node records the port over which the flag was received 

and updates its routing table accordingly. In both approaches, [10] and [9] , the routing of the entire network has to be 

adapted. Neither [10,9] , nor [8] consider hierarchical network topologies. 

A fast online routing reconfiguration algorithm based on segment-based routing [11] to compute emergency routes in 

case of a fault is presented in [12] . The approach allows the adaptation of routing in segments of the network while other 

segments are not affected. To compute emergency routes the algorithm makes use of routing meta data calculated offline 

during initial routing computation. Per segment one fault can be tolerated, however, in case of a second fault, the routing 

and meta data for the whole network has to be recalculated offline in software. 

Furthermore, approaches exist that do not require a reconfiguration phase but achieve routing adaptation by means of 

additional hardware logic, e.g. [13] and [14] . While [13] can tolerate the failure of three switches, [14] provides connectivity 

for any irregular topology derived from a non-hierarchical 2D mesh. A disadvantage of these approaches is that the hard- 

ware logic is prone to faults as well. A permanent fault in this logic leads to a routing failure. In our approach, routing is 

adapted in software. In general, software-based calculating provides the possibility that in case of a network node failure 

the calculation task can be migrated to another network node. As in case of [14] , our routing provides connectivity as long 

as the topology is not disconnected by faults. 

3. Preliminaries 

3.1. NoC topology 

The topology of an NoC can be represented by a directed graph T = (N, C) where N is the set of network nodes and C is 

the set of unidirectional channels. In a typical fault free NoC topology, two connected nodes n i , n j ∈ N have one bidirectional 

connection, i.e. c i, j , c j, i ∈ C . We refer to bidirectional connections as links and unidirectional connections are called channels . 

To distinguish between different nodes, each node has a unique ID. 

3.2. Up/Down routing 

In literature, various approaches (e.g. [10,15,16] ) based on Up/Down routing can be found. Up/Down routing, as originally 

described in [6] , ensures an inherently deadlock free routing for arbitrary network topologies. 

For Up/Down routing calculation for a given topology T , the spanning tree S of T is determined starting from a root node. 

Based on spanning tree S, Up or Down direction is assigned to each channel of C. Up direction is assigned to channel c i, j if 

n j has a shorter distance to the root node than n i . If two nodes have the same distance to the root node, then Up direction 

is assigned to the channel leading to the node with the smaller ID. In all other cases, Down direction is assigned. To ensure 
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