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a b s t r a c t

Sparse Imputation (SI) is a relatively new method that reconstructs missing spectral com-
ponents of noisy speech signal with the help of the sparse-based representation approaches.
In this method, the redundancy of signal in the frequency domain helps to rebuild noisy
spectral components from the remained reliable ones. On the other hand different parts
of speech signal, despite time intervals between them, can be inherently similar to each
other. In this paper, a major modification over the SI method is proposed that in addition
to data redundancy property of speech signal in small regions, takes the advantages of its
self-similarity nature over long intervals. By identifying mostly similar frames, using a
method based on the marginal classification, the Joint Sparsity method is applied and a
method dubbed as the Joint Sparse Imputation is presented. The experiments conducted
on AURORA 2 data set show that the proposed method significantly improves the
recognition results in different noisy conditions, compared to the original SI method.

� 2015 Elsevier Ltd. All rights reserved.

1. Introduction

The Sparse Imputation (SI) is a method in the field of noise robust speech recognition which follows reconstructing
missing spectral components of speech signal using the sparse representation-based approaches. In fact, this approach is
a subset of the missing feature/data approaches [1,2] which concentrates on compensation of the additive noise effects.
In such methods, with the help of the mask estimation methods [3–6], unreliable spectral components (on which the
destructive effect of noise is significant) are first identified and tagged. These unreliable components are then reconstructed
using the remained reliable ones on which the effect of noise is negligible.

The Sparse Imputation method was first introduced by Gemmeke [7]. In this method, the emerging theory of compressive
sensing (CS) [8] was successfully utilized to reconstruct the unreliable components of noise corrupted signals. In the
Sparse Imputation, the CS is utilized to compensate noisy feature vectors for the task of automatic speech recognition;
but, there are other approaches that use the CS to enhance speech signal quality [9].

In the common CS approach, signal y is sampled using a random measurement matrix Umeasurment; the goal of the CS
approach is to recover y from the sampled signal b ¼ Umeasurmenty using the recovery algorithm of CS as given by

x̂ ¼ arg min
x
fkUmeasurmenty �UmeasurmentAxk2 þ kkxk1g; ð1Þ
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where A is a sparsifying basis for y and x is a sparse vector in the A space. The scalar k is a constant weight used to balance
between the fidelity (‘2 norm) and the sparseness (‘1 norm) terms. In contrast, in the missing feature [2] problem, we have a
noisy signal ~y ¼ y þ n that parts of it is destroyed by a random additive noise (n). Discarding the destroyed parts and mod-
eling this effect of noise with a measurement matrix Unoise such as Umeasurment , we could recover y from b ¼ Unoise~y (reliable
components of observed noisy signal), using an algorithm similar to the recovery algorithm of CS.

Here, A could be a sparsifying basis for y [10] or a dictionary consisted of exemplars of y [11]. The clean estimate of ~y
would be Ax̂.

The main basis of the missing feature methods is established on the inherent information redundancy in speech signal.
This means that the information in speech signal is not limited to a certain range of its time–frequency spectrum. For more
explanation, it can be referred to the performed experiments in [12,13] showing that even with a small part of speech spec-
trum, still the remaining signal is understandable to the human listeners. On the other hand, in numerous references it has
been pointed out that speech signal has considerable fractal properties in the time domain [14–16]. The fractal properties are
closely related to self-similarity and in other words it means that different parts of speech, despite having time intervals
from each other, could be potentially very similar and could have the same natures. This phenomenon motivated us to pro-
pose a method that leverages the self-similarity feature of speech signal to help better reconstruction of the missing spectral
components of noisy speeches. The importance of this issue in the field of the missing feature is that if some of the spectral
components of a frame are lost, one would hope that in another time position of the same signal, there are one or more less
degraded frames with nearly similar components, which, along with reliable components of the given frame, can be used for
better reconstruction of its unreliable components. In this manner, a higher efficiency of missing feature methods can be
expected. In other words, the noisy frames that are similar in nature are reconstructed together, in a Joint manner. A similar
approach, also known as the Multiple Measurement Vectors, is used in many applications such as the distributed compres-
sive sensing [17,18] and the images noise removal [19].

In this paper, we aim to exploit the self-similarity property, available in speech signal using the Joint Sparsity approach to
improve the performance of the Sparse Imputation method. For this purpose, we first offer a method based on the GMM clus-
tering and marginalization process in order to be able to determine the similar speech frames, despite the destructive effect
of noise on them. Then, the relations needed to use the Joint Sparsity approach inside the Sparse Imputation method are
presented.

The paper is organized as follows, in Section 2.1 we introduce the Sparse Imputation method. In Section 2.2, details of the
Joint Sparsity method and its mathematical relations are presented. In Section 2.3, the necessary relations for employing the
Joint Sparsity are detailed. Moreover, the proposed method for determining the similar frames of speech is presented in this
section. Section 3 specifies the exploited data set and the performed experiments. Implementation results and the discussion
are presented in Section 4, and finally in Section 5 conclusions are presented.

2. Methods

2.1. Sparse Imputation

The Sparse Imputation method is mainly introduced to compensate the effect of noise over the speech features. For this
purpose, Gemmeke [20] adapted the compressive sensing approach to estimate the unreliable features of the noisy speech.
In this way, he created a dictionary A from clean speech exemplars, in which, each exemplar is the Logarithm of the (Mel)
Filter Bank Energies (LFBE) of a windowed speech frame. Assume that the clean feature vector y is affected by the additive
noise n and yielded the observed noisy feature vector ~y ¼ y þ n; so, the effect of the noise may be presented by a binary vec-
tor, as given by

mðiÞ ¼ 1 ¼def
reliable if yðiÞ � nðiÞ > h

0 ¼def
unreliable otherwise

8<
: : ð2Þ

where ‘‘1’’ means that the i-th frequency components of ~y is less affected by noise and is so reliable to represent a clean fea-
ture. On the other hand, ‘‘0’’ means that the information of corresponding frequency element is buried in the noise level and
its clean counterpart should be estimated. The threshold value h may be obtained empirically. This process is called ‘‘mask
estimation’’; there are many different approaches [3–6] to estimate m, which are not in the scope of this paper.

The vector m is then converted to a measurement like matrix Unoise and is put in (1). To do this, diagonal matrix Unoise is
constructed such as DiagðUnoiseÞ ¼m. The estimated clean vector y is obtained by first solving

x̂ ¼ arg min
x
fkUnoisey �UnoiseAxk2 þ kkxk1g; ð3Þ

and then, evaluating ~y ¼ Ax̂. Assuming that noise is additive, the estimated components are bounded by the observed noisy
components, as an upper bound for them.

The matrix Unoise in (3) is responsible for picking the reliable elements of ~y, and also keeping the corresponding row vec-
tors of A. In this method, dictionary A should contain enough number of exemplars of clean speech feature vectors. In [20], it
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