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A B S T R A C T

In this paper, we study the problem of designing a differentially private algorithm for mining

maximal frequent sequences, which can not only achieve high data utility and a high degree

of privacy, but also provide high time efficiency. To solve this problem, we present a new

differentially private algorithm, which is referred to as DP-MFSM. DP-MFSM consists of three

phases: pre-processing phase, expected frequent sequence mining (ESM) phase, and can-

didate extraction and verification (CEV) phase. Specifically, in the pre-processing phase, we

first extract some statistical information from the input database, and use the extracted

information to determine the values of some variables which will be used in the ESM phase.

Then, in the ESM phase, we randomly partition the input database into several sub-

databases, and use a partition-based ESM technique to find expected frequent sequences,

which are a subset of candidate frequent sequences and more likely to be frequent. At last,

in the CEV phase, we extract candidate maximal frequent sequences from the discovered

expected frequent sequences, and use a splitting-based technique to verify which candi-

dates are actually frequent in the input database. Through privacy analysis, we show that

our DP-MFSM algorithm is ε-differentially private. Extensive experiments on real-world datasets

illustrate that our DP-MFSM algorithm can substantially outperform alternative approaches.

© 2015 Elsevier Ltd. All rights reserved.
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1. Introduction

With the increasing ability to collect personal data, sequen-
tial data with sensitive personal information, such as trajectories
and DNA sequences, become more prevalent in recently years.
Mining frequent sequences from such data can be applied in
several applications, such as user behavior analysis and bio-
logical sequence analysis. Compared to mining frequent
sequences, mining maximal frequent sequences can not only
provide valuable insights, but the number of maximal fre-
quent sequences can be significantly smaller than the number
of frequent sequences as well (Han et al., 2007). However, directly

releasing the maximal frequent sequences will pose con-
cerns on the privacy of the users participating in the data
(Bhaskar et al., 2010). For example, the released maximal fre-
quent sequences can be linked with a large amount of data
available creating opportunities for adversaries to break the in-
dividual privacy of the users and disclose sensitive information
(Bonomi and Xiong, 2013a). To this end, in this paper, we focus
on the problem of privacy-preserving maximal frequent se-
quence mining.

Differential privacy (Dwork, 2006; Dwork et al., 2006) has
become the de facto standard for research in data privacy, as
it provides strong and provable guarantees of privacy. Our goal
is to design a differentially private algorithm for mining
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maximal frequent sequences, which can not only achieve high
data utility and a high degree of privacy, but also provide high
time efficiency.To achieve this goal, intuitively, we could design
a two-phase differentially private algorithm based on the widely
used a priori-based GSP algorithm (Srikant and Agrawal, 1996).
In the first phase, we find all frequent sequences under dif-
ferential privacy. In particular, during the mining process, we
perturb the support of candidate sequences by adding random
noise, and use the noisy support to determine whether a can-
didate sequence is frequent. In the second phase, we extract
maximal frequent sequences from the discovered frequent se-
quences. However, this algorithm might suffer from poor data
utility in real-world datasets due to the existence of very long
sequences (Zeng et al., 2012). In addition, since this algo-
rithm is designed based on the GSP algorithm, which requires
multiple passes over the entire dataset, it is very time con-
suming when the dataset is large. Besides, we also notice that
some existing approaches (Chen et al., 2012) can be used in-
directly to mine maximal frequent sequences under differential
privacy. However, we are not aware that any of them can achieve
all the requirements in our problem.

Toward this end, we present a new differentially private al-
gorithm for mining maximal frequent sequences, which is
referred to as DP-MFSM. DP-MFSM consists of three phases:
pre-processing phase, expected frequent sequence mining (ESM)
phase, and candidate extraction and verification (CEV) phase.
Specifically, in the pre-processing phase, we first extract some
statistical information from the input database, and use the
extracted information to determine the values of some vari-
ables which will be used in the ESM phase. Then, in the ESM
phase, we randomly partition the input database into several
sub-databases, and use a partition-based ESM technique to find
expected frequent sequences, which are a subset of candi-
date frequent sequences and more likely to be frequent. In
particular, during the process of mining expected frequent se-
quences, a length reduction method and a threshold relaxation
method are used to improve the utility-privacy tradeoff. At last,
in the CEV phase, we extract candidate maximal frequent se-
quences from the discovered expected frequent sequences, and
use a splitting-based technique to verify which candidates are
actually frequent in the input database. DP-MFSM takes a se-
quence database, a user-specified threshold, and a privacy
parameter ε as input, and outputs the discovered maximal fre-
quent sequences by making three passes over the input
database in total. Through privacy analysis, we show that our
DP-MFSM algorithm is ε-differentially private. The results of
extensive experiments on real-world datasets show that the
proposed DP-MFSM algorithm achieves all the design goals and
substantially outperforms alternative approaches.

To summarize, our key contributions are:

• We present a new differentially private algorithm for
maximal frequent sequence mining, which is referred to as
DP-MFSM. In DP-MFSM, two novel techniques, namely,
partition-based expected frequent sequence mining and
splitting-based candidate verification, are proposed to
improve the tradeoff between utility and privacy.To our best
knowledge, this is the first attempt to solve the maximal
frequent sequence mining problem under differential
privacy.

• Through privacy analysis, we prove that DP-MFSM satis-
fies ε-differential privacy. Experimental results on real
datasets illustrate that DP-MFSM can not only achieve high
data utility and a high degree of privacy, but also provide
high time efficiency.

The rest of paper is organized as follows. We review related
work in Section 2. Section 3 presents necessary background
on differential privacy and briefly reviews the problem of
maximal frequent sequence mining. In Section 4, we propose
a straightforward approach for mining maximal frequent se-
quences under differential privacy. Section 5 presents the details
of our DP-MFSM algorithm. In Section 6, we give the privacy
analysis of the proposed DP-MFSM algorithm. Experimental
results are reported in Section 7. Finally, we conclude the paper
in Section 8.

2. Related work

As the de facto standard notion of privacy in privacy-preserving
data analysis, differential privacy has received considerable
attention recently. There are two settings: interactive and non-
interactive (Dwork, 2008). In the interactive setting where the
database is held by a trusted server, users pose queries about
the data, and the answers to the queries are modified to protect
the privacy of the database participants. In the non-interactive
setting, the data custodian either computes and publishes some
statistics on the data, or releases an anonymized version of
the raw data. Several differentially private frequent sequence
mining algorithms have been proposed under the interactive
setting in the literature. Bonomi and Xiong (2013b) propose a
two-phase differentially private algorithm for mining fre-
quent consecutive sequences. They first utilize a prefix tree
to find candidate sequences, and then leverage a database
transformation technique to refine the support of candidate
sequences. In our previous work (Shengzhi Xu et al., 2015),
we propose a sampling-based candidate pruning technique
for mining frequent non-consecutive sequences. Different
from the above two works, in this work, we focus on design-
ing a new algorithm which can directly mine maximal
frequent sequences. Kellaris et al. (2014) put forward the novel
notion of w-event privacy over infinite streams, which pro-
tects any event sequence occurring in w successive time
instants. Unlike this work, which solves the problem of con-
tinuous publication of statistics over infinite streams, we focus
on the static environment in which the datasets are rela-
tively stable.

There are also some studies on applying differential privacy
to non-interactive frequent sequence mining (Chen et al., 2012).
In particular, Chen et al. (2012) propose a differentially private
sequence database publishing algorithm based on a prefix tree.
In Chen et al. (2012), the authors employ a variable-length
n-gram model to extract the necessary information of the se-
quence databases, and utilize an exploration tree to reduce the
amount of added noise. However, while these two studies focus
on the publication of sequence databases, our work aims at
the release of maximal frequent sequences.

There is another series of studies on finding frequent
itemsets and subgraphs under differential privacy. To meet the
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