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s u m m a r y

Accurate prediction of streamflow is an essential ingredient for both water quantity and quality manage-
ment. In recent years, artificial intelligence (AI) techniques have been pronounced as a branch of com-
puter science to model wide range of hydrological processes. A number of research works have been
still comparing these techniques in order to find more efficient approach in terms of accuracy and appli-
cability. In this study, two AI techniques, including hybrid wavelet-artificial neural network (WANN) and
linear genetic programming (LGP) technique have been proposed to forecast monthly streamflow in a
particular catchment and then performance of the proposed models were compared with each other in
terms of root mean square error (RMSE) and Nash–Sutcliffe efficiency (NSE) measures. In this way, six
different monthly streamflow scenarios based on records of two successive gauging stations have been
modelled by a common three layer artificial neural network (ANN) method as the primary reference
models. Then main time series of input(s) and output records were decomposed into sub-time series
components using wavelet transform. In the next step, sub-time series of each model were imposed to
ANN to develop WANN models as optimized version of the reference ANN models. The obtained results
were compared with those that have been developed by LGP models. Our results showed the higher per-
formance of LGP over WANN in all reference models. An explicit LGP model constructed by only basic
arithmetic functions including one month-lagged records of both target and upstream stations revealed
the best prediction model for the study catchment.

� 2013 Elsevier B.V. All rights reserved.

1. Introduction

Accurate prediction of streamflow is an essential ingredient for
both water quantity and quality management. Generally, there are
two possible approaches to predict streamflow. The first approach
is the process modelling that involves the study of rainfall-runoff
processes in order to model the underlying physical laws (Kuch-
ment et al., 1996). The rainfall–runoff process can be influenced
by many factors such as weather conditions, land-use and vegeta-
tion cover, infiltration, and evapotranspiration. Therefore, it is sub-
ject to many simplification assumptions or excessive data
requirements about the physics of the catchment.

The second approach to streamflow prediction is the pattern
recognition methodology which attempts to recognize streamflow
patterns based on their antecedent records. In this approach, thor-
ough understanding of the physical laws is not required and the

data requirements are not as extensive as for the process model
(Nourani et al., 2011). The logic behind this approach is to find
out relevant spatial and temporal features of historical streamflow
records and to use these to predict the evolution of prospective
flows. As inputs of the models in pattern recognition method are
only time-lagged streamflow observations, this approach appears
more useful for the catchments with no or sparse rain gauge sta-
tions (Besaw et al., 2010).

In recent years, artificial intelligence (AI) techniques such as
artificial neural network (ANN) and genetic programming (GP)
have been pronounced as a branch of computer science to model
wide range of hydrological processes (Whigham and Crapper,
2001; Dolling and Varas, 2002). Following this, comparative stud-
ies between different AI techniques have been appeared in the rel-
evant literature and still attempting to find out the most
appropriate one (Ghorbani et al., 2010; Nourani et al., 2011; Abra-
hart et al., 2012). Hence we initially developed a hybrid wavelet-
artificial neural network (WANN) model as an optimized ANN
technique for monthly streamflow prediction in a particular catch-
ment in this investigation. Then we, as a first time, compared the
results of WANN with those of linear genetic programming (LGP)
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technique. The pattern recognition methodology is adopted as our
prediction approach in this study.

ANN is an effective approach to manage large amounts of dy-
namic, non-linear and noisy data, especially when the underlying
physical relationships are not necessary to fully understanding
(Nourani et al., 2011). ANNs were widely used in various fields of
hydrological predictions and successful results have also been re-
ported in streamflow prediction (Abrahart et al., 2012; Besaw
et al., 2010; Can et al., 2012; Dolling and Varas, 2002; Kisi and Cig-
izoglu, 2007; Nourani et al., 2011).

In the last decade, GP has been pronounced as a new robust
method to solve wide range of modelling problems in water re-
sources engineering such as rainfall-runoff modelling (Dorado
et al., 2003; Nourani et al., 2012; Whigham and Crapper, 2001),
unit hydrograph determination (Rabunal et al., 2007), flood routing
(Sivapragasam et al., 2008), and sea level forecasting (Ghorbani
et al., 2010). It was observed that a few studies existed in the liter-
atures related to the comparison of the performance of GP and
ANN in time series modelling of streamflow. Guven (2009) applied
LGP, a variant of GP, and two versions of neural networks for pre-
diction of daily flow of Schuylkill River in the USA and showed that
the performance of LGP was moderately better than that of ANN.
Wang et al. (2009) developed and compared several AI techniques
include ANN, neural-based fuzzy inference system (ANFIS), GP and
support vector machine (SVM) for monthly flow forecasting using
long-term observations in China. Their results indicated that the
best performance can be obtained by ANFIS, GP and SVM, in terms
of different evaluation criteria. Londhe and Charhate (2010) used
ANN, GP and model trees (MT) to forecast river flow one day in ad-
vance at two stations in Narmada catchment of India. The results
showed the ANNs and MT techniques performed almost equally
well, but GP performed better than its counterparts.

All aforementioned researches show that GP models result in
higher accuracy than regular ANN based modelling approaches.
The fact behind this is that the ANN models are not very satisfac-
tory in terms of precision when a time series is highly non-station-
ary and hydrologic process being operated under a large range of
time scales (Nourani et al., 2012). To improve the results of the
ANN models, input and/or output data pre-processing by wavelet
decomposition technique (hybrid wavelet-ANN models) are sug-
gested and successful results have been reported (Kisi, 2008; Labat
2005; Nourani et al., 2009a, 2011). In recent years, this hybrid
model was also compared with some other classic models such
as multiple linear regressions and regular ANNs. The findings de-
duced that the hybrid WANN model can be considered as an effec-
tive tool in modelling complex hydrological processes (Anctil and
Tape, 2004; Adamowski and Sun, 2010; Partal and Kisi, 2007; Raja-
ee et al., 2010).

To the best of our knowledge, there is no research examining
the performance of WANN and LGP models in monthly streamflow
prediction. Thus, in this study we initially developed WANN and
LGP models to predict monthly streamflow at a particular river
and then compared the prediction results with the observations.
Following this, based upon two successive gauging stations records
we put forward six black-box ANN structures as reference models
for monthly streamflow prediction on Çoruh River located in east-
ern Black Sea region (Turkey). Then we applied wavelet transform
to our ANN-based reference models. The ANN component of the
models can handle the nonlinearity and non-stationary elements,
while the wavelet component can deal with seasonal (cyclic)
non-stationary elements of the phenomenon. In the second step,
we developed monthly streamflow prediction models based on ex-
plicit LGP technique. Ultimately, we discussed the both accuracy
and applicability of ANN, WANN, and LGP techniques via the com-
parison of their performances. Such a comparison has also been
done by Wang et al. (2009) among GP and ANN for monthly dis-

charge forecasting but they did not consider wavelet transform
in their neural networks.

The remainder of this paper is organized as follow. In Sections 2
and 3 the concepts of wavelet transforms (WT) and GP are briefly
reviewed, respectively. In Sections 4 and 5, study area, applied data
and selected efficiency criteria are introduced, respectively. Section
6 presents the formulations and application of the proposed mod-
els and techniques. In Section 7, the results and model’s perfor-
mances are evaluated, discussed and compared with each other.
Concluding remarks are presented in the last section of the paper.

2. Discrete wavelet transform (DWT)

Wavelet transforms (WT) have recently begun to be explored as
a tool for the analysis, de-noising and compression of signals (e.g.
time series) and images. WT separates a signal into shifted and
scaled version of the original (or mother) wavelet. In other words,
by a WT, a signal decomposes into multiple levels of details, sub-
signals, which provide an interpretation of the time series struc-
ture and history in both the time and frequency domains using a
few coefficients (Rajaee et al., 2010). Wavelets are wave-like math-
ematical functions with amplitude that begins at zero, increases,
and then decreases back to zero. Unlike the sine waves, they gen-
erally tend to be irregular and asymmetric (Ozger, 2010). WT al-
lows the use of long-time intervals for low frequency signals and
shorter intervals for high frequency signals and is able to reveal
some statistical features of time series like trend and shift that
other signal analysis techniques such as Fourier transform might
miss. Another advantage of WT is the flexible choice of mother
wavelet according to the characteristics of the investigated time
series (Adamowski and Sun, 2010). Mallat (1998) can be referred
for more information about wavelet functions.

Hydrologic data usually are recorded in discrete time intervals.
Hence, the discrete wavelet transform is usually preferred in
hydrological time series decomposition (Rathinasamy and Khosa,
2012). The wavelet function (or mother wavelet) in its discrete
form can be represented as Mallat, 1998:

wa;bðtÞ ¼
1ffiffiffi
a
p w

t � a
b

� �
ð1Þ

where t is time, a is position parameter, and b is scaling (or dilation)
factor of the mother wavelet.

In DWT, wavelet coefficients are commonly calculated at every
dyadic step, i.e., the operation of WT is carried out at dyadic dila-
tion (a = 2m) and integer translations (b = 2mn); therefore, the dya-
dic wavelet function can be obtain by Eq. (2) and DWT coefficients,
Ti (m,n), for a time series such as f(t) can be defined as Eq. (3) with
the integers m and n:

wm;nðtÞ ¼ 2�m=2wð2�mt � nÞ ð2Þ

Tiðm;nÞ ¼
XN�1

i¼0

wi:ðtÞfiðtÞ ¼ 2�m=2
XN�1

i¼0

wð2�mi � nÞfiðtÞ ð3Þ

3. Genetic programming

GP is a heuristic evolutionary modelling technique that auto-
matically solves problems without requiring the user to know or
specify the form or structure of the solution in advance. At the
most abstract level GP is a systematic, domain-independent meth-
od for getting computers to solve problems automatically starting
from a high-level statement of what needs to be done (Poli et al.,
2008). Unlike statistical techniques such as ANN, decision trees
and the like, GP is self-parameterizing that builds models without
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