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a b s t r a c t

This paper proposes a novel architecture for module partitioning problems in the process of dynamic and
partial reconfigurable computing in VLSI design automation. This partitioning issue is deemed as Hyper-
graph replica. This can be treated by a probabilistic algorithm like the Markov chain through the transi-
tion probability matrices due to non-deterministic polynomial complete problems. This proposed
technique has two levels of implementation methodology. In the first level, the combination of parallel
processing of design elements and efficient pipelining techniques are used. The second level is based
on the genetic algorithm optimization system architecture. This proposed methodology uses the hard-
ware/software co-design and co-verification techniques. This architecture was verified by implementa-
tion within the MOLEN reconfigurable processor and tested on a Xilinx Virtex-5 based development
board. This proposed multi-objective module partitioning design was experimentally evaluated using
an ISPD’98 circuit partitioning benchmark suite. The efficiency and throughput were compared with that
of the hMETIS recursive bisection partitioning approach. The results indicate that the proposed method
can improve throughput and efficiency up to 39 times with only a small amount of increased design
space. The proposed architecture style is sketched out and concisely discussed in this manuscript, and
the existing results are compared and analyzed.

� 2013 Elsevier B.V. All rights reserved.

1. Introduction

Genetic algorithm (GA) is a flexible scheduling and optimization
technique based on the natural selection process. Genetic Algo-
rithm is being exercised to several rigid scheduling, partitioning
and optimization problems. For example, hardware/software
co-design, VLSI design automation, layout optimization, fault
tolerance, solutions of multifaceted Boolean algebraic equations,
dynamic scheduling and partitioning solutions in partial reconfig-
urable architectures. The examples are vigorous broad-spectrum of
scheduling and optimization techniques. But appliance of soft-
ware-based GA to composite troubles escalates intolerable delays
in the scheduling and optimization processes. When the breathing
space is large, the above-intolerable delays are factual for every
non-trivial applications like reconfigurable computing, dynamic
and partial reconfiguration of integrated circuit architecture. These
types of complex problems realized during module partitioning in
static, dynamic and partial reconfigurable architectures can be
overwhelmed through hardware and software based GA.

Here, the objective is to create a novel architecture and to define
an optimum method to implement the GA-based solutions for par-
titioning issues in dynamic and partial reconfigurable systems.

These partitioning problems are assumed to be Hypergraph model,
because of non-deterministic polynomial (NP) hard problems. NP
hard is a class of decision-making problems. Exponential algo-
rithms are not useful to solve these problems. So a probabilistic
algorithm can be used through the transition probability matrices
like Markov chain. This can be achieved by the proper arrangement
of pipelining and parallel processing of the system components
with the fine-tuned control entity and hardware/software co-de-
sign methods. This effort demonstrates the feasibility of resolving
the module-partitioning problem using hardware/software co-
design based GA engine.

This is the extension work based on other research in dynamic
reconfigurable computing and hardware realization of GA. En-
hanced system performance could be achieved by mapping the de-
signed software components to reconfigurable hardware (Xilinx
Virtex 5 FPGA). This article has seven sections as follows: Section 1
gives an overview of this article. Section 2 discusses the overview
of module partitioning issues, genetic algorithm, reconfigurable
computing and literature survey. Section 3 describes the proposed
architecture design and its functionalities. Section 4 briefs about
the various issues in dynamic partitioning and placement solu-
tions. Section 5 explains the experimental set-up, evaluation meth-
odology, simulation and implementation results of this proposed
structure and the performance comparison with previous work.
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Section 6 concludes the paper and discusses the possibilities of fur-
ther extension. ‘‘References’’ section lists the reference papers.

2. Background

2.1. Introduction to partitioning issues

Partitioning of modules and circuits is a task or course of divid-
ing a system structure and functionality into smaller elements [1].
This process may be implemented in physical and/or logical level
separation of components. This system partitioning has some lim-
itations like module size, functionality level and inter-connection
complexity.

In general, partitioning issues can be classified as constructive
and iterative methods. Constructive algorithms are used to deter-
mine a partition from the graph description of the circuit or sys-
tem. But iterative algorithms have aim to improve the quality
and the features of an existing solution of partitioning issues. Con-
structive partitioning method is to be used in this paper. So this
proposal can be applied in spectral and clustering methods, net-
work flow computations, placement-based partitioning, mathe-
matical programming and eigenvector methods.

On the other hand, partitioning algorithms can be tagged as
deterministic or probabilistic methods. While execution, determin-
istic algorithms generate the identical solutions each time,
whereas, probabilistic algorithms produce different solutions each
time, because probabilistic algorithms are based on random num-
bers. In multi-objective optimization, more than one objective
function (or) solution have to be optimized simultaneously in the
presence of trade-offs between two or more conflicting objective
functions. Most of the realistic problems should have multiple-
objectives (i.e. minimization of cost, maximization of performance,
maximization of reliability, etc.).

The improvement of a particular objective function value has
impairment with some of other objective function values. Hence,
it has a (possibly infinite number of) Pareto optimal solutions
(or) non-dominated solutions. To generate such Pareto optimal
solutions, the evolutionary algorithms are popular approaches.
The genetic algorithm (GA) is one of the popular meta-heuristic
evolutionary algorithms and it is well-suited for this class of mul-
ti-objective optimization problems [2]. This paper uses the genetic
algorithm method to solve the various partitioning issues. Genetic
algorithm is based on the random selection or numbers. So it
comes under the probabilistic method.

Partitioning is a significant solution to obtain the efficient place
and route with near-optimal layouts. Efficient place and route are
necessary to increase the speed of operation and to reduce the
routing congestion and wire-length. These are essential to mini-
mize the number of cuts and to trim down the deviation of as-
signed elements (fan-in, fan-out, intermediate outputs and
logical gates) to every partition. In the VLSI physical design auto-
mation, the module level partitioning is considered as Multi Chip
Module (MCM) partitioning [3].

Most of the previous researchers have not concentrated on ge-
netic algorithm-based hardware/software co-design approach
along with the combination of pipelining and parallel processing
techniques to solve the Hypergraph model of multi-objective par-
titioning issues. This paper deals this angle to solve the multi-
objective module partitioning problems.

2.2. Problem definition

Let a module M be noted by a netlist or Hypergraph G = (V,E),
where V represents a set of vertices or nodes and E represents a
set of edges or hyperedges of the module. Each hyperedge is con-
nected to two or more nodes by a net. This paper indicates ’n’ to

denote the number of nodes in V and ’e’ to denote the number of
hyperedges in E. The capability of a node and a net are indicated
by qn (average number of nets connected to a node) and qe (average
number of nodes connected to a net) respectively. The average
number of neighbors contained by a node is calculated by
a ¼ qnðqe � 1Þ. If two nodes (u and u) are connected by a common
net, then only these nodes are said to be neighbor to one another.

A k-way partitioning of G is a set of subsets of V,
Hk ¼ fV1;V2; . . . Vkg. So each node u is an element of V [u 2 V]
and it belongs to exactly one Vi.

Let r1 and r2 be two floating point numbers which has a value
between 0 and 1. This proposed method fixes the values of r1

and r2 to balance with each other like r1 ¼ 1=k and r2 ¼ 1=k. So
the balanced k-partition can be obtained like r1 ¼ Vij j ¼ r2 for each
subset Vi of Hk. This paper considers the various problem sizes like
k ¼ 4;8;16;32 and 64, i.e. k ¼ 64 and r1 ¼ 1� r2. If k ¼ 65 then r1

and r2 has no relationship, except the condition r1 ¼ r2. For the
proper balance condition, this proposal has the assumption that
all nodes have to be in same unit size.

The k-way partitioning cut-set is defined as

Ecut�set ¼ nt 2 Ej9u 2 nt s:t: u 2 Vi;ji – j
� �

ð1Þ

here nt represents a net ‘t’ which can connect a set of nodes.
‘s.t.’ indicates the general mathematical short form of ‘such that’.
This Ecut�set is the set of nets that connect each node to fit into differ-
ent subsets {Hk}. The cost value of the cut-set of {Hk} is defined as,

cost Hk
� �

¼
Xk

i¼1

M ntð Þ;where nt 2 Ecut�set ð2Þ

It is used to calculate the cost value of each subset of fHkg and
Mðnt) represents the module of net ðnt) which depends on the opti-
mization criterion of partitioning a module. Assume the Hyper-
graph G contains ‘n’ nodes and these nodes are being partitioned
into V1;V2f g.

2.3. Objectives of this partitioning problem

This problem is the multi-objective optimization problem. It
deals with the following three objectives.(i) Direct cost minimiza-
tion:(a) Minimize the cost (C) of each cut in the k-way partition-
ing:‘C’ is defined as,

C V1;V2;V3; . . . ;Vkð Þ ¼
X

ei2E V1 ;V2 ;V3 ;...;Vkð Þ
Ci ð3Þ

(b) Minimize the cost (C) of sum of all subsets: Subsets can be de-
fined as,

Xk

I¼1

C Við Þ ¼
Xk

i¼1

X
ej2E Við Þ

Cj ð4Þ

(c) An identical probability value (f) is used to build the nets which
can connect two modules. The expected cost value E (C) can be de-
fined as,

E C V1;V2;V3; . . . ;Vkð Þð Þ ¼ f �
Xk

i¼jþ1

Xk�1

j¼1

Vij j � Vj

�� ��� ð5Þ

The expected value of cut ratio E RCð Þð Þ for all cuts is having the
same value, because of constant probability ‘f’ value.

Note: In the practical implementation of this system uses the
genetic algorithm to generate this identical probability value (f).
(ii) Cut minimization(a) Ratio cut:

Each subset Vi has an upper limit SU and a lower limit SL values,
i.e. SL 6 SðViÞ 6 SU. If some of the subset does not have this bound
limitation, then the cut ratio (RC) may be defined as,

120 N. Janakiraman, P. Nirmal Kumar / Journal of Systems Architecture 60 (2014) 119–139



Download English Version:

https://daneshyari.com/en/article/457774

Download Persian Version:

https://daneshyari.com/article/457774

Daneshyari.com

https://daneshyari.com/en/article/457774
https://daneshyari.com/article/457774
https://daneshyari.com

