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Summary Extreme quantile estimation using the minimum entropy principle from com-
plete or non-censored samples has been reported in the literature. However, censored
samples are often encountered in many engineering analysis such as annual extremes of
river discharge and stream flow analysis. In this paper, the principle of minimum cross
entropy (CrossEnt) is extended to partial minimum CrossEnt principle, which is defined
on a finite interval. By interpreting the partial probability weighted moments (PPWMs)
as partial moments of quantile function, the paper presents a new distribution free
method for estimating the quantile function of a non-negative random variable using
the principle of partial minimum CrossEnt subject to constraints on PPWMs estimated
from censored data. Numerical examples are performed to assess the accuracy of extreme
quantile estimates computed from censored samples.
ª 2008 Elsevier B.V. All rights reserved.

Introduction

The estimation of extreme quantiles corresponding to small
probabilities of exceedance (POE) is commonly required in
the risk analysis of hydraulic structures. These estimates
were used in the design and reassessment of sea and river

defenses (Lind et al., 1989). The first step in quantile esti-
mation involves fitting an analytical probability distribution
for adequate representation of sample observations. To
achieve this, the distribution type is assumed empirically
from the available data, and then distribution parameters
are suitably estimated using methods such as maximum like-
lihood method, etc. (Singh, 1998). However, the assumption
of the distribution type is always arbitrary, and there is
rarely any justification or verification (Lind et al., 1989).
Furthermore, the bias and efficiency of quantile estimates
remains sensitive to the type of assumed distribution (Pan-
dey, 2000).
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An alternative approach to the distribution fitting comes
from the modern information theory in which entropy has
been developed. Direct estimation of quantile functions
using the maximum entropy principle and minimum cross
entropy principle from complete or non-censored samples
has been studied by Pandey (2000) and Pandey (2001). How-
ever, censored samples are often encountered in many engi-
neering analysis. For example, in hydrology, as small floods
are of little relevance to the larger ones, inclusion of data
on small floods in estimating high return period floods can
sometimes be only of nuisance value (Cunnane, 1987; Wang,
1990). In life testing and reaction-time experiments, obser-
vations often were terminated prior to failure or reaction of
all sample specimens (Prescott and Walden, 1983; Phien and
Fang, 1989; Cohen, 1991; Kroll and Stedinger, 1996; Lu
et al., 1999). When a data set contains some observations
within a restricted range but otherwise not measured or
counted, it is called a censored sample, whose characteris-
tics are quite different from non-censored cases (Cohen,
1991). The objective of this paper is to extend an entro-
py-based distribution-free method to more practical case
of censored data.

Probability weighted moments (PWMs) continues to be an
intensive research topic (Greenwood et al, 1979; Landwher
et al., 1979; (Hosking and Wallis, 1997; Pandey, 2000; Ras-
mussen, 2001; Whalen et al., 2002; to name only a few). In
contrast with ordinary statistical moments, the main advan-
tage of using PWMs is that their higher order values can be
accurately estimated from small samples. Also, PWMs are
shown to be fairly insensitive to outliers (extreme observa-
tions) in the data, because they are linear combinations of
the observed data values, unlike the ordinary moments,
where the data are squared, cubed, etc. (Stedinger et al.,
1993). Partial PWMs were used in distribution parameter
estimation (Wang, 1990,1996,1997). As linear combination
of PWM, partial and trimmed L-moments were developed
to cope with censored samples (Hosking, 1995; Koulouris
et al., 1998; Bayazit and Önöz, 2002; Elamir and Seheult,
2003).

In this paper, CrossEnt method is extended to deal with
incomplete censored samples. Partial probability weighted
moments (PPWMs) were computed from censored sample
and were interpreted as partial moments of quantile func-
tions. A new distribution-free method is presented for esti-
mating the quantile function of a non-negative random
variable using the principle of extended minimum CrossEnt
subject to constraints on the PPWMs. Numerical examples
were presented.

Partial probability weighted moments

Probability weighted moment

The probability weighted moment of a random variable was
formally defined by Greenwood et al. (1979) as

Mr;s;t ¼ E½XrFsð1� FÞt� ¼
Z 1

0

½xðFÞ�rFsð1� FÞt dF ð1Þ

When r, s, t are real numbers (only non-negative integers
are considered here). The following two forms of PWM are
particularly simple and useful:
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Z 1

0

xðFÞð1� FÞt dF ð2Þ
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For an ordered complete sample, x1 6 x2 6 � � � 6 xn, the
type 1 and type 2 PWMs can be unbiasedly estimated as
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where t, s = 0,1, . . . , (n � 1) are non-negative integers.

Partial probability weighted moment

The partial probability weighted moment was defined as

MP
r;s;t ¼

Z 1

F0

½xðFÞ�rFsð1� FÞt dF ð6Þ

where F0 = F(x0) is a lower bound of the censored sample, x0
being the censoring threshold. The type 1 and type 2 PPWMs
becomes

Type 1:
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and
Type 2:

bP
s ¼ MP

1;s;0 ¼
Z 1

F0

xðFÞFs dF ð8Þ

For an ordered complete sample, x1 6 x2 6 � � � 6 xn, the
type 1 and type 2 PPWMs can be unbiasedly estimated as
Wang, (1990)
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where s,t = 0,1, . . . , (n � 1) are non-negative integers and

xP
i ¼

0 xi 6 x0

xi xi > x0

�
ð11Þ

For a specific value x0, an empirical frequency estimate
of F0 is

F̂0 ¼ n0=n ð12Þ

where n0 is the number of occurrences of values which do
not exceed x0 in the sample.

When F0 = 0, aP
t and bP

s become at and bs, respectively.
Their unbiased estimators aPt and bP

s become at and bs,
respectively.
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