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We derive new explicit expressions for the components of
Moore—Penrose inverses of symmetric difference matrices.
These generalized inverses are applied in a new regularization
approach for scattered data interpolation based on partial
differential equations. The columns of the Moore—Penrose
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inverse then serve as elements of a dictionary that allow a
sparse signal approximation. In order to find a set of suitable
data points for signal representation we apply the orthogonal
matching pursuit (OMP) method.
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1. Introduction

Within the last years, there have been several attempts to derive new sparse repre-
sentations for signals and images in the context of sparse data interpolation with partial
differential equations. The essential key of these so-called inpainting methods is to fix a
suitable set of data points that admits a very good signal or image approximation, when
the unspecified data are interpolated by means of a diffusion process. Finding optimal
sparse data leads to a challenging optimization problem that is NP-hard, and different
heuristic strategies have been proposed. Using nonlinear anisotropic diffusion processes,
this approach has been introduced in [5] and strongly improved since that time by more
sophisticated optimization methods such as [18]. Inpainting based on linear differential
operators such as the Laplacian is conceptually simpler, but can still provide sparse
signal approximations with high quality; see e.g. [6,14,15]. These recent results outper-
form earlier attempts in this direction that use specific features such as edges [3,9,4] or
toppoints in scale-space [10].

In this paper, we focus on the one-dimensional discrete case. The goal is to provide
new insights into this problem from a linear algebra perspective. In the first part we
derive a formula for the Moore—Penrose inverse of difference matrices. This formula
has already been proposed for finding generalized inverses of circulant matrices of size
N x N with rank N — 1 in [20] and for discrete Laplace operators considered e.g. in [22,
17]. We generalize this formula to arbitrary symmetric N x N difference matrices of rank
N — 1 possessing the eigenvector 1 = (1,...,1)T to the single eigenvalue 0. This formula
enables us to derive explicit expressions for the components of the Moore—Penrose inverse
for special difference matrices that play a key role in discrete diffusion inpainting. In
particular, we study difference matrices that approximate the second and fourth order
signal derivative, i.e., the one-dimensional Laplace operator and the biharmonic operator,
with periodic resp. reflecting (homogeneous Neumann) boundary conditions.

With the help of the generalized inverse of the difference matrices, we propose a
new regularization approach that admits different optimization strategies for finding a
suitable sparse set of data points for signal reconstruction. In particular, we employ
the orthogonal matching pursuit (OMP) method as a conceptually simple and efficient
greedy algorithm to construct the desired set of data points.

The paper is organized as follows. In Section 2 we present the formula for the Moore—
Penrose inverse of symmetric difference matrices and derive explicit expressions for the
components of the Moore-Penrose inverse of difference matrices corresponding to the
discrete Laplace and biharmonic operator using the theory of difference equations. Sec-
tion 3 is devoted to a new regularization approach to the discrete inpainting problem.
The columns of the explicitly given Moore—Penrose inverses of the difference matrices
can be understood as discrete Green’s functions [8] and are used as a dictionary for
the orthogonal matching pursuit algorithm (OMP). Since the original discrete inpaint-
ing problem (with the Laplace or biharmonic operator) is equivalent to a least squares
spline approximation problem with free knots, our approach can also be seen as an alter-
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