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This paper is concerned with the solution of large-scale lin-
ear discrete ill-posed problems with error-contaminated data. 
Tikhonov regularization is a popular approach to determine 
meaningful approximate solutions of such problems. The 
choice of regularization matrix in Tikhonov regularization 
may significantly affect the quality of the computed approxi-
mate solution. This matrix should be chosen to promote the 
recovery of known important features of the desired solution, 
such as smoothness and monotonicity. We describe a novel 
approach to determine regularization matrices with desired 
properties by solving a matrix nearness problem. The con-
structed regularization matrix is the closest matrix in the 
Frobenius norm with a prescribed null space to a given ma-
trix. Numerical examples illustrate the performance of the 
regularization matrices so obtained.
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1. Introduction

We are concerned with the computation of an approximate solution of linear least-
squares problems of the form

min
x∈Rn

‖Kx− b‖, K ∈ R
m×n, b ∈ R

m, (1.1)

with a large matrix K with many singular values of different orders of magnitude close 
to the origin. In particular, K is severely ill-conditioned and may be singular. Linear 
least-squares problems with a matrix of this kind often are referred to as linear discrete 
ill-posed problems. They arise, for instance, from the discretization of linear ill-posed 
problems, such as Fredholm integral equations of the first kind with a smooth kernel. 
The vector b of linear discrete ill-posed problems that arise in applications typically 
represents measured data that is contaminated by an unknown error e ∈ R

m.
Let b̂ ∈ R

m denote the unknown error-free vector associated with b, i.e.,

b = b̂ + e, (1.2)

and let x̂ be the solution of the unavailable linear system of equations

Kx = b̂, (1.3)

which we assume to be consistent. If K is singular, then x̂ denotes the solution of minimal 
Euclidean norm.

Let K† denote the Moore–Penrose pseudoinverse of K. The solution of minimal Eu-
clidean norm of (1.1), given by

K†b = K†b̂ + K†e = x̂ + K†e,

typically is not a useful approximation of x̂ due to severe propagation of the error e. 
This depends on the large norm of K†. Therefore, one generally replaces the least-squares 
problem (1.1) by a nearby problem, whose solution is less sensitive to the error e. This 
replacement is known as regularization. One of the most popular regularization methods 
is due to Tikhonov. This method replaces (1.1) by a penalized least-squares problem of 
the form

min
x∈Rn

{
‖Kx− b‖2 + μ‖Lx‖2} , (1.4)

where L ∈ R
p×n is referred to as a regularization matrix and the scalar μ > 0 as 

a regularization parameter; see, e.g., [1,9,11]. Throughout this paper ‖ · ‖ denotes the 
Euclidean vector norm or the spectral matrix norm. We assume that the matrices K and 
L satisfy

N (K) ∩N (L) = {0}, (1.5)
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