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We consider the problem of fitting a set of points in Euclidean 
space by an algebraic hypersurface. We assume that points on 
a true hypersurface, described by a polynomial equation, are 
corrupted by zero mean independent Gaussian noise, and we 
estimate the coefficients of the true polynomial equation. The 
adjusted least squares estimator accounts for the bias present 
in the ordinary least squares estimator. The adjusted least 
squares estimator is based on constructing a quasi-Hankel 
matrix, which is a bias-corrected matrix of moments. For 
the case of unknown noise variance, the estimator is defined 
as a solution of a polynomial eigenvalue problem. In this 
paper, we present new results on invariance properties of the 
adjusted least squares estimator and an improved algorithm 
for computing the estimator for an arbitrary set of monomials 
in the polynomial equation.

© 2015 Elsevier Inc. All rights reserved.

* Corresponding author.
E-mail addresses: konstantin.usevich@gipsa-lab.grenoble-inp.fr (K. Usevich), 

ivan.markovsky@vub.ac.be (I. Markovsky).

http://dx.doi.org/10.1016/j.laa.2015.07.023
0024-3795/© 2015 Elsevier Inc. All rights reserved.

http://dx.doi.org/10.1016/j.laa.2015.07.023
http://www.ScienceDirect.com/
http://www.elsevier.com/locate/laa
mailto:konstantin.usevich@gipsa-lab.grenoble-inp.fr
mailto:ivan.markovsky@vub.ac.be
http://dx.doi.org/10.1016/j.laa.2015.07.023
http://crossmark.crossref.org/dialog/?doi=10.1016/j.laa.2015.07.023&domain=pdf


244 K. Usevich, I. Markovsky / Linear Algebra and its Applications 502 (2016) 243–274

1. Introduction

An algebraic hypersurface is the set of points d ∈ R
q that are the solutions of an 

implicit polynomial equation

Rθ(d) = 0. (1)

In (1), Rθ(d) is a multivariate polynomial with coefficients θ = [ θ1 · · · θm ]�

Rθ(d) := θ�φ(d) =
m∑
j=1

θjφj(d), (2)

where φ(d) is the vector of linearly independent basis polynomials

φ(d) = [φ1(d) · · · φm(d) ]� , d ∈ R
q. (3)

The algebraic hypersurface fitting problem is to fit a given set of points

D = {d(1), . . . , d(N)} ⊂ R
q,

in the best way by an algebraic hypersurface of the form (1), where the vector of basis 
monomials is given and fixed. The notion of “best” is determined by a chosen goodness-
of-fit measure.

Fitting two-dimensional data by conic sections (q = 2) is the most common case of 
algebraic hypersurface fitting, with numerous applications in robotics, medical imaging, 
archaeology, etc., see [1] for an overview. Fitting algebraic hypersurfaces of higher degrees 
and dimensions is needed in computer graphics [2], computer vision [3], and symbolic–
numeric computations [4], [5, §5]. The problem also appears in advanced methods of 
multivariate data analysis such as subspace clustering [6] and non-linear system identi-
fication [7], see [8] for an overview. Algebraic hypersurface fitting received considerable 
attention in linear algebra community starting from [9]. Recently, it has been shown to 
be an instance of nonlinearly structured low-rank approximation [10, Ch. 6].

The most widespread fits are geometric and algebraic fit (see, for example, [9] and 
[11]). The geometric fit minimizes total distance from D to a hypersurface defined by (1). 
Although this is a natural goodness-of-fit measure, the resulting nonlinear optimization 
problem is difficult.

A computationally cheap alternative to geometric fit is the algebraic fit, which mini-
mizes the sum of squared residuals of the implicit equation (1)

Qols(θ,D) :=
N∑

k=1

(
Rθ(d(k))

)2
. (4)
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