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In this paper, a non-modulus linear method for solving 
the linear complementarity problem is established by using 
the sign patterns of the solution of the equivalent modulus 
equation. In the proposed method the efficient numerical 
algorithms for solving the linear equations can be applied to 
the large sparse problems. Numerical examples show that the 
new method is valid.
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1. Introduction

The linear complementarity problem, abbreviated as LCP(q, A), consists of finding 
vectors z ∈ Rn such that

r = Az + q ≥ 0, z ≥ 0, and zT r = 0, (1)
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where A ∈ Rn×n and for two m × n matrices B = (bij) and C = (cij) the order B ≥ C

means bij ≥ cij for any i and j.
The linear complementarity problem has many applications, e.g., in the free boundary 

problems, the network equilibrium problems and the contact problems, etc. (e.g., see [13,
14] and the references therein).

It is known from [12] that LCP(q, A) is completely equivalent to solving the next 
equation

(A + I)x + (A− I)|x| + q = 0, (2)

and x is the solution of (2) only if z = x + |x| is the solution of (1). Recently, many 
articles gave some solvers of LCP(q, A) based on (2). In particular, Bai presented a 
modulus-based matrix splitting method for solving LCP(q, A), and presented conver-
gence analysis for the proposed methods; see [4]. In [18] the author gave a framework 
for the modulus-based matrix splitting iteration method. For more works about the 
modulus-based iteration method see [2,3,6–10,19,27–33]. The existing efficient tech-
nique to solve (2) is based on matrix splittings. However, how to choose the positive 
diagonal parameter matrices for fast convergence in the modulus-based methods is un-
known.

It is well known that if the sign patterns of the solution of (2) is known, the LCP(q, A)
can be solved efficiently. In [17], Kakimura introduced the sign-solvable LCPs with nonze-
ros diagonals and proposed a polynomial time algorithm to solve them from the sign 
patterns of A and q. However, the assumption in [17], that the LCP(q, A) is totally 
sign-nonsingular, is difficult to satisfied. In this paper we propose a non-modulus linear 
method to solve (1) by using the sign pattern of the solution of (2) under some other 
simpler assumptions.

In order to give our method, first we introduce the notation and definitions.
Let A = (aij) ∈ Rn×n. By |A| we denote |A| = (|aij |). A matrix A is called (e.g., see 

[11]) a Z-matrix, if aij ≤ 0 for any i �= j; a P -matrix, if xi(Ax)i > 0 for all x �= 0; an 
M -matrix, if A−1 ≥ 0 and A is a Z-matrix; a positive definite matrix, if xTAx > 0 for 
any x �= 0. It is well known that LCP (1) has a unique solution for any vector q ∈ Rn if 
and only if A = (aij) is a P -matrix [13]. Let e = (1, 1, · · · , 1)T ∈ Rn.

Let 〈n〉 = {1, 2, · · · , n}. The index sets of positive elements, negative elements and 
zero elements of x are denoted by

Px = {j|j ∈ 〈n〉, xj > 0},

Nx = {j|j ∈ 〈n〉, xj < 0}

and

Zx = {j|j ∈ 〈n〉, xj = 0},
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