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We give new proofs of several fundamental results of spectral 
theory in max algebra. This includes the description of the 
spectrum in max algebra of a given non-negative matrix via 
local spectral radii, the spectral theorem and the spectral 
mapping theorem in max algebra. The latter result is also 
generalized to the setting of power series in max algebra by 
applying certain continuity properties of the spectrum in max 
algebra. Our methods enable us to obtain some related results 
for the usual spectrum of complex matrices and distinguished 
spectrum for non-negative matrices.
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1. Introduction

The algebraic system max algebra and its isomorphic versions (max-plus algebra, 
tropical algebra) provide an attractive way of describing a class of non-linear prob-
lems appearing for instance in manufacturing and transportation scheduling, information 
technology, discrete event-dynamic systems, combinatorial optimization, mathematical 
physics, DNA analysis, . . . (see e.g. [11,6,17,7,10,21,30,25] and the references cited there). 
Max algebra’s usefulness arises from a fact that these non-linear problems become linear 
when described in the max algebra language. Moreover, recently max algebra techniques 
were used to solve certain linear algebra problems (see e.g. [15,28]). In particular, trop-
ical polynomial methods improved the accuracy of the numerical computation of the 
eigenvalues of a matrix polynomial (see e.g. [1,2,18,19,4] and the references cited there).

The max algebra consists of the set of non-negative numbers with sum a ⊕ b =
max{a, b} and the standard product ab, where a, b ≥ 0. A matrix A = [Aij ]ni,j=1 is 
non-negative, if Aij ≥ 0 for all i, j ∈ {1, 2, . . . , n}. Let Rn×n (Cn×n) be the set of all 
n × n real (complex) matrices and Rn×n

+ the set of all n × n non-negative matrices. The 
operations between matrices and vectors in the max algebra are defined by analogy with 
the usual linear algebra. The product of non-negative matrices A and B in the max al-
gebra is denoted by A ⊗B, where (A ⊗B)ij = maxk=1,...,n AikBkj and the sum A ⊕B in 
the max algebra is defined by (A ⊕B)ij = max{Aij , Bij}. The notation A2

⊗ means A ⊗A, 
and Ak

⊗ denotes the k-th max power of A. If x = (xi)i=1,...,n is a non-negative vector, 
then the notation A ⊗ x means (A ⊗ x)i = maxj=1,...,n Aijxj . The usual associative and 
distributive laws hold in this algebra.

The role of the spectral radius of A ∈ R
n×n
+ in max algebra is played by the maximum 

cycle geometric mean r⊗(A), which is defined by

r⊗(A) = max
{

(Ai1ik · · ·Ai3i2Ai2i1)1/k : k ∈ N and i1, . . . , ik ∈ {1, . . . , n}
}

(1)

and equal to

r⊗(A) = max
{

(Ai1ik · · ·Ai3i2Ai2i1)1/k : k ≤ n and

i1, . . . , ik ∈ {1, . . . , n} mutually distinct
}
.

A digraph G(A) = (N(A), E(A)) associated to A ∈ R
n×n
+ is defined by setting N(A) =

{1, . . . , n} and letting (i, j) ∈ E(A) whenever Aij > 0. When this digraph contains at 
least one cycle, one distinguishes critical cycles, where the maximum in (1) is attained. 
A graph with just one node and no edges will be called trivial. A bit unusually, but in 
consistency with [11,12,22,13], a matrix A ∈ R

n×n
+ is called irreducible if G(A) is trivial 

(A is 1 × 1 zero matrix) or strongly connected (for each i, j ∈ N(A) there is a path in 
G(A) that starts in i and ends in j).
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