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We first prove a matrix identity concerning the blocks of gen-
eralized Jordan blocks and then give applications to some 
invariants of matrices. As a consequence, we reprove the well 
known fact that for an eigenvalue λ, its algebraic multiplicity 
is greater than or equal to its geometric multiplicity.
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1. Introduction

Let F be a field. A generalized Jordan block over F is a matrix of the form
⎡
⎢⎢⎢⎢⎣

C(p) 0 · · · 0

N C(p)
. . .

...
...

. . . . . . 0
0 · · · N C(p)

⎤
⎥⎥⎥⎥⎦
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where C(p) is the companion matrix of an irreducible polynomial p = p(λ) over F of 
degree r, and N is an r×r matrix all of whose entries are zero except at the (1, r) position, 
where the entry is 1. If there are e blocks on the diagonal, we denote it by J(pe). It is 
noteworthy that if F is algebraically closed then the generalized Jordan block becomes 
the usual Jordan block. The generalized Jordan form theorem states that every square 
matrix is similar to a direct sum of generalized Jordan blocks.

Theorem. (See [1, Chap. 21, Theorem 5.5].) Let A be an n × n matrix over a field F , 
and mA = pβ1

1 pβ2
2 · · · pβs

s be the factorization of the minimal polynomial of A into distinct 
monic irreducible factors. Then there exists an invertible matrix P such that P−1AP =
J1 ⊕ J2 ⊕ · · · ⊕ Js, where Ji = J(pei1i ) ⊕ J(pei2i ) ⊕ · · · ⊕ J(peiγii ) with eiγi

= βi.

Note that if pi(λ) = λ − ξi, then the generalized Jordan block J(pei ) reduces to an 
elementary Jordan block. In particular, if F is an algebraically closed field, then the 
above canonical form is the well known Jordan normal form.

In this short note, we first give a matrix identity concerning the companion matrix 
C(p) and N , which appear in a generalized Jordan block, and then we use it to describe 
some invariants of matrices as applications. Recall that for an eigenvalue λ, its alge-
braic multiplicity is the multiplicity of λ as a root of the characteristic polynomial. Its 
geometric multiplicity is the maximal number of linearly independent eigenvectors corre-
sponding to it, see [2]. For an eigenvalue λ, it is well known that its algebraic multiplicity 
is greater than or equal to its geometric multiplicity. We will reprove it as a consequence 
of Corollary 4.

2. A matrix identity

In this section, we assume R is a commutative ring with identity 1. Let C be the 
companion matrix of p(λ) = λr + ar−1λ

r−1 + · · · + a0 in R[λ], and let N be the r × r

matrix all of whose entries are zero except (1, r) entry is 1. That is

C =

⎡
⎢⎢⎢⎢⎢⎣

0 0 · · · 0 −a0
1 0 · · · 0 −a1

0 1
. . . 0 −a2

...
. . . . . . 0

...
0 · · · 0 1 −ar−1

⎤
⎥⎥⎥⎥⎥⎦ , N =

⎡
⎢⎢⎣

0 · · · 0 1
0 · · · 0 0
...

. . .
...

...
0 · · · 0 0

⎤
⎥⎥⎦ .

We first prove the following identity.

Theorem 1. Let

C =

⎡
⎢⎢⎢⎢⎢⎣

0 0 · · · 0 −a0
1 0 · · · 0 −a1

0 1
. . . 0 −a2

...
. . . . . . 0

...
0 · · · 0 1 −ar−1

⎤
⎥⎥⎥⎥⎥⎦ , N = Nr =

⎡
⎢⎢⎣

0 · · · 0 1
0 · · · 0 0
...

. . .
...

...
0 · · · 0 0

⎤
⎥⎥⎦
r×r
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