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In multivariate statistics, acyclic mixed graphs with directed
and bidirected edges are widely used for compact representa-
tion of dependence structures that can arise in the presence
of hidden (i.e., latent or unobserved) variables. Indeed, under
multivariate normality, every mixed graph corresponds to a
set of covariance matrices that contains as a full-dimensional
subset the covariance matrices associated with a causally in-
terpretable acyclic digraph. This digraph generally has some
of its nodes corresponding to hidden variables. We seek to
clarify for which mixed graphs there exists an acyclic digraph
whose hidden variable model coincides with the mixed graph
model. Restricting to the tractable setting of chain graphs and
multivariate normality, we show that decomposability of the
bidirected part of the chain graph is necessary and sufficient
for equality between the mixed graph model and some hidden
variable model given by an acyclic digraph.
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1. Introduction

Acyclic digraphs are standard representations of causally interpretable statistical mod-
els in which the involved random variables are noisy functions of each other, with all
noise terms being independent. In generalization, acyclic mixed graphs with directed and
bidirected edges are widely used for compact representation of causal structure when im-
portant variables are hidden (that is, unobserved) [12,15,18,20,23]. Such mixed graphs
are also known as path diagrams in the field of structural equation modeling [2,11]. The
graphs provide, in particular, a framework for statistical model selection in the presence
of hidden variables [3,19,20].

Under joint multivariate normality, it is well-known that for every acyclic mixed graph
there exists an acyclic digraph, generally with additional vertices, such that the statistical
model associated with the digraph is a full-dimensional subset of the model determined
by the mixed graph. Here, nodes that appear in the digraph but not in the mixed graph
are treated as hidden variables and marginalized over. In this paper we ask which mixed
graphs induce a statistical model that is not only a superset but equal to a hidden
variable model given by some acyclic digraph. We focus on the particularly tractable
class of chain graphs, that is, mixed graphs without semi-directed cycles. Our main
result characterizes the chain graphs for which there exists an acyclic digraph with hidden
variable model equal to the chain graph model. We begin by formally introducing the
concerned graphical models and stating the precise form of the problem and main result.

Let D = (V,E) be an acyclic digraph with finite vertex set V and edge set E ⊆ V ×V .
We denote possible edges (u, v) by u → v. Let R

E be the set of matrices Λ = (λuv) ∈
R

V×V that are supported on E, that is, λuv = 0 if u → v /∈ E or u = v. For any Λ ∈ R
E ,

the matrix I−Λ is invertible because det(I−Λ) = 1. Throughout, I denotes the identity
matrix with size determined by the context.

Definition 1.1. The Gaussian graphical model N(D) is the family of all multivariate
normal distributions N (μ,Σ) on R

V that have covariance matrix

Σ = (I − Λ)−TΩ(I − Λ)−1 (1.1)

with Λ ∈ R
E and Ω ∈ R

V×V diagonal with positive diagonal entries.

The motivation for consideration of the model N(D) becomes clearer through the
following construction. Let ε = (εv)v∈V be a multivariate normal random vector with
covariance matrix Ω = (ωuv), and let pa(v) = {u :u → v ∈ E} be the set of parents
of vertex v. Define the random vector X = (Xv)v∈V to be the solution of the linear
equation system

Xv = λ0v +
∑

u∈pa(v)

λuvXu + εv, v ∈ V. (1.2)
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