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We consider the higher-order Markov chain, and characterize
the second order Markov chains admitting every probability
distribution vector as a stationary vector. The result is used
to construct Markov chains of higher-order with the same
property. We also study conditions under which the set of
stationary vectors of the Markov chain has a certain affine
dimension.
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1. Introduction

A discrete-time Markov chain is a stochastic process with a sequence of random vari-
ables

{Xt, t = 0, 1, 2 . . .},
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which takes on values in a discrete finite state space

〈n〉 = {1, . . . , n}

for a positive integer n, such that time independent probability

pij = Pr(Xt+1 = i | Xt = j,Xt−1 = it−1, Xt−2 = it−2, . . . , X1 = i1, X0 = i0)

= Pr(Xt+1 = i | Xt = j)

holds for all i, j, i0, . . . , it−1. The nonnegative matrix P = (pij)1�i,j�n is the transition
matrix of the Markov process being column stochastic, i.e.,

∑n
i=1 pij = 1 for j = 1, . . . , n.

Denote by

Ωn =
{

x = (x1, . . . , xn)t: x1, . . . , xn � 0,
n∑

i=1
xi = 1

}
(1)

the simplex of probability vectors in Rn. A nonnegative vector x ∈ Ωn is a stationary
probability vector (also known as the distribution) of a finite Markov chain if Px = x. By
the Perron–Frobenius theory (e.g., see [3,13]) every discrete-time Markov chain has a sta-
tionary probability vector, and the vector is unique if the transition matrix is primitive,
i.e., there is a positive integer r such that all entries of P r are positive. The uniqueness
condition is useful when one uses numerical schemes to determine the stationary vec-
tors. With the uniqueness condition, any convergent scheme would lead to the unique
stationary vector; e.g., see [5].

More generally, one may consider an mth order Markov chain such that

pi,i1,...,im = Pr(Xt+1 = i | Xt = i1, Xt−1 = i2, . . . , X1 = it, X0 = it+1)

= Pr(Xt+1 = i | Xt = i1, . . . , Xt−m+1 = im),

where i, i1, . . . , im ∈ 〈n〉; see [1,2]. In other words, the current state of the process depends
on m past states. Observe that

n∑
i=1

pi,i1,...,im = 1, 1 � i1, . . . , im � n.

When m = 1, it is just the standard Markov chain. There are many situations that one
would use the Markov chain models. We refer the readers to the papers [1,2,8,11,12] and
the references therein. Note that P = (pi,i1,...,im) is an (m+1)-fold tensor of Rn governing
the transition of states in the mth order Markov chain according to the following rule

xi(t + 1) =
∑

1�i1,...,im�n

pi,i1,...,imxi1(t) · · ·xim(t), i = 1, . . . , n.
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