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a b s t r a c t

Aggregate queries are one of the most important queries in sensor networks. Especially, group-by aggre-
gate queries can be used in various sensor network applications such as tracking, monitoring, and event
detection. However, most research has focused on aggregate queries without a group-by clause.

In this paper, we propose a framework, called the G-Framework, to effectively process continuous
group-by aggregate queries in the environment where sensors are grouped by the geographical location.
In the G-Framework, we can perform energy effective data aggregate processing and dissemination using
two-dimensional Haar wavelets. Also, to process continuous group-by aggregate queries with a HAVING
clause, we divide data collection into two phases. We send only non-filtered data in the first collection
phase, and send data requested by the leader node in the second collection phase. Experimental results
show that the G-Framework can process continuous group-by aggregate queries effectively in terms of
energy consumption.

© 2010 Elsevier Inc. All rights reserved.

1. Introduction

Sensor networks consist of small sensors which have comput-
ing and communication facilities. With the advancement of sensor
technology, sensors are becoming smaller and more powerful.
Moreover, as the price of a sensor becomes low, we expect that
a large number of sensors will be used in various sensor network
applications.

For example, a volcanologist can use a sensor network to mon-
itor a dangerous active volcanic area. Low-priced sensors can be
scattered over the dangerous area from an airplane. Such sen-
sors become a sensor network and monitor the volcano without
humans’ help. However, sensors have very limited resources (e.g.,
memory, computation, communication and energy). Among vari-
ous resources, energy is one of the very important resources since
the battery replacement is difficult or impossible in such environ-
ments. In sensor networks, since individual sensor readings are raw
data, there are many applications using aggregate values. In many
cases, the aggregate values of many regional areas are preferred to
the aggregate value of the whole area since the aggregate value of
the whole area does not provide the detailed information. That is,
group-by aggregate queries are useful in sensor networks. There-
fore, in this paper, we consider continuous group-by aggregate
queries. Due to many shortcomings of the current technology, it is
difficult to manage a large number of sensors. As one of the effective
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methods to deal with many sensors, we can use clustering in sensor
networks (Heinzelman et al., 2002; Younis and Fahmy, 2004). Since
sensor readings have spatial correlations, spatial clustering of sen-
sors has many benefits. Therefore, we deal with group-by aggregate
queries in the environment where sensors are grouped (clustered)
by the geographical location. A group-by aggregate query may have
a HAVING clause which is a predicate for the aggregation of the
group. The queries we consider in this paper are shown in Fig. 1.
However, we focus on the query in Fig. 2(a) since processing of
queries in Fig. 1 can be extended from the processing of the query
in Fig. 2(a). Also, the G-Framework can process local predicates in
a straightforward method. Each node checks whether sensor read-
ings satisfy local predicates and makes the bitmap. Then, the node
sends only the satisfied data and the bitmap. Therefore, we will not
mention local predicates in this paper for convenience of explana-
tion.

Many papers proposed the processing of aggregate queries
(Madden et al., 2002; Fan et al., 2002; Considine et al., 2004; Nath et
al., 2004; Shrivastava et al., 2004; Deligiannakis et al., 2004; Sharaf
et al., 2003, 2004). However, most of them do not consider group-
by aggregate queries. Although some papers deal with processing
group-by aggregate queries, they do not focus on processing group-
by aggregate queries by the geographical location. In this paper, we
focus on processing those queries. They can be used in many sen-
sor networks applications such as tracking, monitoring, and event
detection. To process them, we assume the following:

• Sensors are grouped according to the geographical location. See
Fig. 2(b). A group consists of a leader node and member nodes.
A leader node and member nodes are connected in one hop (the
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Fig. 1. Query template.

Fig. 2. Query and topology.

solid lines in Fig. 2(b)). Although we assume the one hop connec-
tion, a larger group with multi-hop connections can be handled
as discussed in Section 7.

• There is a tree routing topology among leader nodes (the dot-
ted lines in Fig. 2(b)). The thick arrow between groups means
the parent-child relationship. We can construct the tree routing
topology for the leader nodes by flooding.

• Sensors are synchronized. To synchronize sensors in the G-
Framework, we can use the synchronization approach in Ping
(2003). In the approach, a master node is chosen as the time
coordinator, and broadcasts the time synchronization message. A
receiver node takes the message, measures the delay between the
master node and itself and synchronizes the time. The approach
in Ping (2003) is a lightweight approach (i.e., energy-efficient)
and can be applied to multi-hop networks. After a certain time,
synchronized sensors are unsynchronized due to various factors.
Therefore, we should synchronize sensors periodically.

Fig. 2 shows the query and topology we consider. The query is
to monitor the regions when their aggregate values are more than
�. A group is formed according to the geographical location and has
a leader node and member nodes. The leader node collects data to
compute the aggregation of the group. This query can be used in
many sensor network applications. For example, consider building
monitoring systems which automatically control the status of the
building such as the room air temperature. If the room air temper-

ature is more than a given threshold, we want to turn on the air
conditioner. To monitor the status of each room, we install many
sensors in the building. We can then group sensors according to the
room. All sensors in the same room belong to the same group. The
leader node of a room collects sensor readings from member nodes
and sends the aggregate value to the base station. In building con-
trol systems, the base station receives the aggregate value of each
room and controls the air conditioner using the aggregate value.

To effectively1 process continuous group-by aggregate queries
in sensor networks, we consider the following two factors.

• Approximate processing: A sensor gets sensor readings from the
device. However, no matter how much the device is advanced,
there are gaps between real values and sensor readings. There-
fore, sensor readings have inevitable errors and small errors are
allowed in such environments. Given an error threshold from a
user, we will compute aggregate values of groups within the error
threshold.

• Delayed processing: Continuous queries get results succes-
sively. In monitoring applications, a user does not need results
immediately. Therefore, delayed results are allowed in such envi-
ronments. We will compute aggregate values of groups with a
delay.

Considering the above two factors, we propose a new frame-
work, called the G-Framework, to process continuous group-by
aggregate queries. In the G-Framework, we focus on reducing
the communication cost since it is the primary factor of energy
consumption. We use Haar wavelets to reduce the intra-group
communication cost and inter-group communication cost in the G-
Framework. Since Haar wavelets reduce data very effectively and
are simple, they can be adapted well in sensor networks. To com-
pute the aggregation of a group, sensor readings of member nodes
are collected in the leader node. To reduce the intra-group commu-
nication cost (i.e., communication cost between the member node
and the leader node), in the G-Framework, a member node collects
sensor readings during a fixed period instead of sending a sensor
reading immediately. Then, the member node compresses them
using one-dimensional Haar wavelets and sends important wavelet
coefficients to the leader node. The leader node receives wavelet
coefficients from member nodes and computes the aggregation of
the group.

The aggregate value of each group should be transmitted to
the base station effectively. To do that, we use two-dimensional
wavelets. The parent group receives the aggregation vectors from
the child groups and compresses them using two-dimensional Haar
wavelets. By using two-dimensional Haar wavelets, we can send
the aggregation vectors to the base station effectively.

A group-by aggregate query may have a HAVING clause. In the
G-Framework, we use two-phase collection to process a HAVING
clause effectively. To perform two-phase collection, we set the fil-
ter condition vi ≤ Fi (vi is the sensor reading of node i and Fi is the
filter value of node i) to each node i of a group according to the HAV-
ING clause. In the first collection phase, a member node sends only
sensor readings which are not valid for the filter condition. After
receiving data in the first collection, the leader node determines
sensor readings to send in the second collection phase.

1.1. Contributions

Our contributions are as follows:

1 Effectively in this paper is used as the meaning of effectively in terms of energy
saving.
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