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Abstract

We are interested in higher-order derivatives of functions of the eigenvalues of real symmetric matrices
with respect to the matrix argument. We describe a formula for the kth derivative of such functions in two
general cases.

The first case concerns the derivatives of the composition of an arbitrary (not necessarily symmetric)
k-times differentiable function with the eigenvalues of symmetric matrices at a symmetric matrix with distinct
eigenvalues.

The second case describes the derivatives of the composition of a k-times differentiable separable sym-
metric function with the eigenvalues of symmetric matrices at an arbitrary symmetric matrix. We show
that the formula significantly simplifies when the separable symmetric function is k-times continuously
differentiable.

As an application of the developed techniques, we re-derive the formula for the Hessian of a general
spectral function at an arbitrary symmetric matrix. The new tools lead to a shorter, cleaner derivation than
the original one.

To make the exposition as self contained as possible, we have included the necessary background results
and definitions. Proofs of the intermediate technical results are collected in the appendices.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction

We say that a real-valued function F of a real symmetric matrix argument is spectral if

F(UXUT) = F(X)

for every real symmetric matrix X in its domain and every orthogonal matrix U . That is, F(X) =
F(Y ) if X and Y are symmetric and similar. The restriction of F to the subspace of diagonal matri-
ces defines a function f (x) = F(Diag x) on a vector argument x ∈ Rn. The function f : Rn → R

is symmetric, that is, has the property

f (x) = f (Px) for any permutation matrix P and any x in the domain of f,

and in addition, F(X) = (f ◦ λ)(X), in which the eigenvalue map

λ(X) = (λ1(X), . . . , λn(X))

is the vector of eigenvalues of X arranged in non-increasing order.
What smoothness properties of the symmetric function f are inherited by F ? The eigenvalue

map λ(X) is continuous but not always differentiable with respect to X. Even in domains where
λ(X) is differentiable, it is difficult to organize the differentiation process so that one arrives at
an elegant formula for the higher-order derivatives of (f ◦ λ)(X).

An important subclass of spectral functions is obtained when f (x) = g(x1) + · · · + g(xn)

for some function g of one real variable. We call such symmetric functions separable; their
corresponding spectral functions are called separable spectral functions.

In [13] there is an explicit formulae for the gradient of the spectral function F in terms of the
derivatives of the symmetric function f :

∇(f ◦ λ)(X) = V (Diag ∇f (λ(X)))V T, (1)

where V is any orthogonal matrix such that X = V (Diag λ(X))V T is the ordered spectral decom-
position of X. In [17] a formula for the Hessian of F was given, whose structure appeared quite
different from the one for the gradient. Calculating the third and higher-order derivatives of F

becomes unmanageable without an appropriate language for describing them.
In this work we generalize the work in [13,17] by proving, in two general cases, the following

formula for the kth derivative of a spectral function

∇k(f ◦ λ)(X) = V

⎛⎝∑
σ∈P k

DiagσAσ (λ(X))

⎞⎠V T, (2)

where again X = V (Diag λ(X))V T. The sum is taken over all permutations on k elements, which
are a convenient tool for enumerating the maps Aσ (x). The precise meanings of the operators
Diagσ and the conjugation by the orthogonal matrix V are explained in the next section; see (6)
and (9) respectively. The maps Aσ (x) depend only on the partial derivatives of f (x) up to order
k, and do not depend on the eigenvalues; they reveal how the higher-order derivatives depend on
the eigenvalue map λ(X). Formula (2) depends on the eigenvalues only through the compositions
Aσ (λ(X)) and conjugation by the orthogonal matrix V .

We show that (2) is valid (a) when f is a k-times (continuously) differentiable function,
not necessarily symmetric, and X is a matrix with distinct eigenvalues, and (b) when f is a
k-times (continuously) differentiable separable symmetric function and X is an arbitrary sym-
metric matrix. We give a recipe for computing the maps Aσ (x) in these two cases.
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