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Time–frequency analysis for non-linear and non-stationary signals is extraordinarily 
challenging. To capture features in these signals, it is necessary for the analysis 
methods to be local, adaptive and stable. In recent years, decomposition based 
analysis methods, such as the empirical mode decomposition (EMD) technique 
pioneered by Huang et al., were developed by different research groups. These 
methods decompose a signal into a finite number of components on which the time–
frequency analysis can be applied more effectively.
In this paper we consider the Iterative Filtering (IF) approach as an alternative to 
EMD. We provide sufficient conditions on the filters that ensure the convergence 
of IF applied to any L2 signal. Then we propose a new technique, the Adaptive 
Local Iterative Filtering (ALIF) method, which uses the IF strategy together with 
an adaptive and data driven filter length selection to achieve the decomposition. 
Furthermore we design smooth filters with compact support from solutions of 
Fokker–Planck equations (FP filters) that can be used within both IF and ALIF 
methods. These filters fulfill the derived sufficient conditions for the convergence of 
the IF algorithm. Numerical examples are given to demonstrate the performance 
and stability of IF and ALIF techniques with FP filters. In addition, in order to 
have a complete and truly local analysis toolbox for non-linear and non-stationary 
signals, we propose new definitions for the instantaneous frequency and phase which 
depend exclusively on local properties of a signal.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

Data and signal analysis has become increasingly important these days. Decomposing signals and find-
ing features of data is quite challenging especially when the data is non-stationary and it is generated by 
a non-linear system. Time–frequency analysis has been substantially studied in the past, we refer to [3]
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and [11] for more information on this rich subject. Traditionally, Fourier spectral analysis as well as wavelet 
transforms have been commonly used. Both approaches are effective and easy to implement, however there 
are some limitations. Fourier transform works well when the data is periodic or stationary and the asso-
ciated systems are linear, it cannot deal with non-stationary signals or data from non-linear systems. The 
wavelet transform is also a linear analysis tool. Both approaches use predetermined bases and they are not 
designed to be data-adaptive. Hence these techniques often cannot achieve desirable results for non-linear 
and non-stationary signals.

In the last decade, several decomposition techniques have been proposed to analyze non-linear and 
non-stationary signals. All these methods share the same approach: first they decompose a signal into 
simpler components and then they apply a time–frequency analysis to each component separately. The 
signal decomposition can be achieved in two ways: by iteration or by optimization.

The first iterative algorithm of this kind, the empirical mode decomposition (EMD), was introduced by 
Huang et al. [19] in 1998. This method aims to iteratively decompose a signal into a finite sequence of 
intrinsic mode functions (IMFs) whose instantaneous frequencies are well behaved. We will come back to 
instantaneous frequency later in this paper, let us instead describe the iterative structure of EMD which is 
called the Sifting Process.

Let L be an operator getting the moving average of a signal f(x) and S be an operator capturing the 
fluctuation part S(f)(x) = f(x) −L(f)(x). Then the first IMF produced by the sifting process is

I1(x) = lim
n→∞

S1,n (fn) (x) (1)

where fn(x) = S1,n−1(fn−1)(x) and f1(x) = f(x). Here the limit is reached so that applying S one more 
time does not change the signal.

The subsequent IMFs are obtained one after another by

Ik(x) = lim
n→∞

Sk,n(rn)(x) (2)

where rn(x) = Sk,n−1(rn−1)(x) and r1(x) = r(x) which is the remainder f(x) − I1(x) − . . .− Ik−1(x). The 
sifting process stops when r(x) = f(x) − I1(x) − I2(x) − . . .− Im(x) becomes a trend signal, which means 
it has at most one local maximum or minimum. So the decomposition of f(x) is

f(x) =
m∑
j=1

Ij(x) + r(x) (3)

In this iterative process the moving average L(f)(x) is given by the mean function of the upper envelope 
and the lower envelope, which are given by cubic splines connecting local maxima and local minima of 
f(x) respectively. However, this method is not stable under perturbations since cubic splines are used 
repeatedly in the iteration. To overcome this issue, Huang et al. developed the Ensemble Empirical Mode 
Decomposition (EEMD) [38] where the IMFs are taken as the mean of many different trials. In each trial 
a random perturbation is artificially added to the original signal. More details on EMD method and its 
analysis can be found, for instance, in [16] and [17,27,6,29,25,26,7].

Another iterative decomposition technique is the Iterative Filtering (IF) method which is inspired by 
EMD [21]. It uses the same algorithm framework as the original EMD, but the moving average of a signal 
f(x), x ∈ R, is derived by the convolution of f(x) with low pass filters, for example the double average filter 
a(t) given by

a(t) = l + 1 − |t|
(l + 1)2 , t ∈ [−l, l] (4)
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