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a b s t r a c t

In this paper, we present techniques for providing on-demand structural redundancy for Coarse-Grained Re-

configurable Array (CGRAs) and a calculus for determining the gains of reliability when applying these repli-

cation techniques from the perspective of safety-critical parallel loop program applications. Here, for pro-

tecting massively parallel loop computations against errors like soft errors, well-known replication schemes

such as Dual Modular Redundancy (DMR) and Triple Modular Redundancy (TMR) must be applied to each

single Processor Element (PE) rather than one based on application requirements for reliability and Soft Er-

ror Rates (SERs). Moreover, different voting options and signal replication schemes are investigated. It will

be shown that hardware voting may be accomplished at negligible hardware cost, i. e. less than two percent

area overhead per PE, for a class of reconfigurable processor arrays called Tightly Coupled Processor Arrays

(TCPAs). As a major contribution of this paper, a formal analysis of the reliability achievable by each combina-

tion of replication and voting scheme for parallel loop executions on CGRAs in dependence of a given SER and

application timing characteristics (schedule) is elaborated. Using this analysis, error detection latencies may

be computed and proper decisions which replication scheme to choose at runtime to guarantee a maximal

probability of failure on-demand can be derived. Finally, fault-simulation results are provided and compared

with the formal analysis of reliability.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Due to continuous technology scaling, not only supercomput-

ers but also embedded computer systems have emerged integrat-

ing multiple processors and hardware accelerators on a single sili-

con chip, also known as Multi-Processor System-on-Chip (MPSoC).

The number of such computing units is about to exceed 1000 pro-

cessing elements on a single chip [1]. Integrating such an amount

of computational resources into a chip raises challenges regarding

the power density and power consumption. Therefore, there has

been a significant trend toward employing heterogeneity by using

application-specific hardware components such as CGRAs. One sample

target architecture among many CGRAs are the so called Tightly Cou-

pled Processor Arrays (TCPAs) [2,3]. A TCPA is a perfect choice as an

accelerator in an MPSoC to speed up computationally expensive loop

programs with regular computations stemming from, e. g., digital
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media and signal processing. A simplified drawing of a 2D TCPA with

24 PEs is depicted in Fig. 1.

But employing such high density designs into an SoC (System-on-

a-Chip) comes with its penalties. As semiconductor manufacturing

technology scales, transistors have become more vulnerable to dis-

turbance, and consequent data corruption, due to soft errors induced

by cosmic radiation, packaging radiation, and thermal neutrons

[4–6]. Unmitigated, soft errors may lead to quality of service degra-

dation and failure. In addition, mixed critical applications—that com-

prise a mixture of applications with different criticality levels [7]—

such as occurring in automotive and avionics systems expect dif-

ferent requirements in terms of reliability. For example, automotive

applications such as Anti-lock Breaking (ABS) (control-oriented pro-

cessing), collision and pedestrian detection (data-oriented process-

ing), and multimedia applications fall into different levels of critical-

ity with respect to errors in computed data.

This becomes even more challenging when applications demand

varying requirements based on their execution scenarios. As an ex-

ample, in [8] it is shown that Soft Error Rates (SERs) are not constant

and may highly vary over time based on orbital positions. It is thus

imperative to counter the increasing proneness of modern MPSoCs to
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Fig. 1. Tightly Coupled Processor Array (TCPA) used as a loop accelerator in an MPSoC

as an example of a coarse-grained reconfigurable array. The different rectangular areas

correspond to three applications executing simultaneously on the array.

errors by applying appropriate fault tolerance measures dynamically.

In order to give applications such adaptivity, self-organizing comput-

ing paradigms such as invasive computing [9] can be applied, where

applications running on an MPSoC and competing for resources are

allowed to request an allocation of neighboring processors and later

de-allocate them, exploiting and adapting to varying degrees of par-

allelism and available resources more efficiently.

In this paper, using the principles of invasive computing, we pro-

pose an on-demand fault tolerance approach, in which individual

safety levels may be defined for applications as requirements for ex-

ecution. Based on such requirements and according to an analysis of

reliability that we propose in this paper, the system may adopt struc-

tural redundancy schemes such as dual-modular (DMR) and triple-

modular (TMR) on demand and at runtime in order to provide a re-

quested level of protection against soft errors. As a standard metric

for safety, we use Safety Integrity Levels (SILs) [10] that are explained

based on probability of failure per hour (PFH) of execution.

Fig. 2 illustrates our approach. For the different options shown in

this figure, event upsets occurring in either the SRAM cells such as

register file, instruction memory, input/output registers connecting

the PE to each other, or in their logical circuits may be trapped or

corrected inside the array by DMR (a) or TMR schemes (b)–(d), re-

spectively. In order to achieve this, the compiler replicates loop com-

putations across double (Fig. 2(a)) or triple (Fig. 2(b)–(d)) the number

of processors and inserts error detection statements. Here, for voting

over the results of replicas, two approaches are proposed, namely, late

voting at the border of the array or immediate voting after each loop

iteration. Using these transformations—for applications that demand

fault tolerance—multiple target redundancy variants are generated at

compile time, one of which may be selected at runtime by the run-

time system based on an elaborated reliability calculus.

In summary, the contributions of this paper are three-fold:

• Different redundancy levels, namely no replication, DMR, and

TMR, as well as different voting/comparison variants, i. e., vot-

ing/comparing the result lately at the border of a processor array

or immediately after each loop iteration, are proposed.

• Mathematical analysis for the gained reliability and the probabil-

ity of failure in case of each redundancy scheme, derived based

on timing characteristics of applications, i. e., timing parameters

Fig. 2. Redundancy is allocated on demand by claiming identical subarrays to realize

(a) DMR, and (b)–(d) TMR. Comparison and voting are performed at the array boundary

in (a) and (b) respectively. In (c) and (d), voting is performed in software, respectively

in hardware, inside the processor array for immediate detection/correction of potential

errors.

for error detection latency and execution times on each PE, and

observed SER on a system.

• “On-demand” selection of an appropriate redundancy configura-

tion in dependence of reliability requirements for fault-tolerant

loop executions on CGRAs.

• Empirical results based on simulations of fault-injections on a real

TCPA are provided to confirm the same trends predicted using the

mathematical reliability analysis of each redundancy scheme to

be applicable to a certain range of observed SER per PE. Whereas

in comparison, the mathematical analysis is conservative in its as-

sumptions about error propagations, it may and should be used

for runtime decision making on which redundancy scheme to

configure in case of systems with high criticality.

The rest of this paper is structured as follows. After a discussion

of the state-of-the-art (Section 2), we introduce three different op-

tions for structural redundancy in Section 3, and describe the class of

applications we consider and the required program transformations

to support software replication on replicated hardware claims. Sub-

sequently, in Section 4, we define the criteria of comparison for reli-

ability and derive formulas for their computation. In Section 5, we

provide a reliability analysis for each of the proposed on-demand

structural redundancy schemes followed by a subsection on fault

simulations carried out on real hardware to verify and compare the

reliability analysis with observable faults. The paper finally concludes

with a summary and suggestions for future work.

2. Related work

Surveys in the literature provide a valuable overview of the gen-

eral area of fault tolerance. Overviews of the fundamental structures

of fault-tolerant computing are available in [11–13], while more re-

cent work [14] covers transient errors and architectures to mitigate

them.

CGRA manifest a natural redundancy at the PE level in addition

to the instruction level in case of superscalar or Very Long Instruc-

tion Word (VLIW) structured PEs. However, compared to standard
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