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a b s t r a c t

Hardware accelerators such as general-purpose GPUs and FPGAs have been used as an alternative to con-

ventional CPU architectures in scientific computing applications, and have achieved good speed-up results.

Within this context, the present study presents a heterogeneous architecture for high-performance comput-

ing based on CPUs and FPGAs, which efficiently explores the maximum parallelism degree for processing

video segmentation using the concept of dynamic textures. The video segmentation algorithm includes pro-

cessing the 3-D FFT, calculating the phase spectrum and the 2-D IFFT operation. The performance of the

proposed architecture based on CPU and FPGA is compared with the reference implementation of FFTW in

CPU and with the cuFFT library in GPU. The performance report of the prototyped architecture in a single

Stratix IV FPGA obtained an overall speedup of 37x over the FFTW software library.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Dynamic textures are image sequences of moving scenes with cer-

tain stationary spatial and temporal properties, for which there are

many potential applications [1]. The detection of dynamic textures

is able to assist in identifying people and moving objects in an area

within a complex background. The segmentation of moving back-

ground blocks is the first step in automated traffic or pedestrian mon-

itoring.

The Fast Fourier Transform (FFT) algorithm [2] is useful for a wide

range of engineering applications, almost every solution involving

signals, images and videos can be improved using frequency analy-

ses. Two-dimensional Fast Fourier Transform and Inverse Fast Fourier

Transform are widely used in digital image processing and may be

encountered in image compression, iris recognition, disease diagno-

sis and detection of heavenly bodies. The three-dimensional FFT that

may be used in any type of three-dimensional signal is used more

often in video analyses, mainly for motion detection.

Video applications normally process a large amount of data and

contain real-time requests in order to achieve live video frame rates

(30 frames per second). Therefore, the execution time of the 3-D FFT

algorithm may be decisive in making certain applications viable.
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The present paper presents a complete system for high-

performance video segmentation using a dynamic textures algo-

rithm. The system is a heterogeneous architecture with a general-

purpose processor and a hardware accelerator implemented in FPGA.

The implemented algorithm was that suggested by Jianghong Li in his

paper entitled “Dynamic texture segmentation using Fourier trans-

form”. The accelerator implemented in FPGA is responsible for 3-D

FFT calculation and for determining the phase spectrum and the 2-D

IFFT, the most costly tasks in the algorithm. We compare our results

in FPGA with commercial reference software in CPU and GPU.

This article will explore the use of FPGAs in order to accelerate the

dynamic texture video segmentation problem. Thus, the main contri-

butions of this work are as follows

1. Analysis and development of an architecture to accelerate the dy-

namic video segmentation composed of a general purpose com-

puter and an Altera Field Programmable Gate Array hardware;

2. Hardware implementation on a Gidel ProcStar IV platform [9];

3. Construction of a temporal synthesis of a configurable architec-

ture to process different sizes of video frames;

4. Assessment of the processing speed-up for two different plat-

forms: a CPU + GPU system and a CPU + FPGA system.

The paper is structured as follows: Section 2 presents a brief

review of FFT and IFFT, focusing on the symmetry property that

will be useful for simplifying computation. Section 3 presents a de-

tailed overview of the dynamic texture segmentation (DTS) of video
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developed by Li and Chen. Section 4 presents the analyses of a num-

ber of related works. Section 5 provides a detailed explanation of

the architecture proposed for the hardware accelerator in FPGA to

solve the video segmentation problem. Section 6 describes the per-

formance speed-up of the system and presents the synthesis results

and resource reports for the 3-D FFT, the phase spectrum and the 2-D

IFFT hardware accelerator for the EP4SE530H35C2 Altera device [10].

Finally, Section 7 is presented the conclusions and future work.

2. The FFT and IFFT transforms

The Discrete Fourier Transform (DFT) requires on the order of N2

operations where N is the transform size. The Fast Fourier Trans-

form (FFT) by Cooley and Tukey [2] reduces the algorithm complexity

from O(N2) to O(Nlog2N). This performance improvement opened a

new area in digital signal processing and a large number of FFT algo-

rithm implementations have consequently been developed. The Fast

Fourier Transform (FFT) and the Inverse Fast Fourier transform equa-

tions are:

F(k) =
N−1∑
n=0

f (n)e
− j2πkn

N k = 0, 1, , N − 1 (1)

f (n) = 1

N

N−1∑
k=0

F(k)e
j2πkn

N n = 0, 1, , N − 1 (2)

Where N is the transform size or the number of sample points in

the frame data. F(k) is the frequency output of the FFT at the Kth point

where K = 0, 1, , N − 1 and f(n) is the time sample at the nth point

where n = 0, 1, , N − 1. Amongst the many properties of FFT, there

is one which is especially interesting for application in this work: the

symmetry property. It states that when all input data are real, the FFT

result is symmetrical [8].

∀x(k) ∈ R ⇔ X(n − m) = X(m), where k, n and m are integers,
0 ≤ m ≤ N/2 and 0 ≤ m ≤ N/2.

The symmetry property enables the FFT to be calculated on a vec-

tor of real numbers much faster than on an array of complex num-

bers. When a real vector of size N is the input of FFT, only the first

N / 2 + 1 components of the vector of the result need to be calculated.

The other N/2 – 1 points of the result may be obtained from the first

N/2 + 1 points in a data mirroring scheme. As we will observe later in

this paper, this property is used to bring about a considerable reduc-

tion in the amount of data that is stored and processed by the FPGA

while processing the video segmentation algorithm, since its input

data are purely real.

3. Dynamic texture segmentation Fourier

Li, Cai and Chen [1] present a simple, efficient implementation of

a video segmentation algorithm. This segmentation detects the parts

in video frames with movement and applies a mask to those areas

that do not move (background). It may be used, for example, to find

moving people in video frames of surveillance cameras.

The video segmentation algorithm based on dynamic textures as

proposed by Li and Chen may be broken down into seven steps as

demonstrated in Fig. 1. In the first step, the video is decomposed

into its N frames and, when necessary, each frame is converted into

grayscale. The size of the frames is then decreased to obtain the di-

mension n × n. This is carried out so as to reduce the amount of data

to be processed in the operational sequence of the algorithm. This de-

crease in size provides an acceleration in the processing, but is lim-

ited by the visual quality of the results achieved at the end of video

segmentation. Thus, it is necessary, through analysis of the results, to

establish a limit between the decreased size of the frames and the

quality of the results achieved in segmentation. The third step of the

Fig. 1. Dynamic texture segmentation diagram.

process consists of applying a Gaussian filter to each frame so as to

reduce the noise that may enter through the process of acquiring the

images that make up the video.

The next three steps of video segmentation based on dynamic tex-

tures are those that require more computing power. In the fourth

step, the 3-D FFT is applied to a t frameset. The value of t determines

which temporal depth will be used during segmentation. The higher

the t value, the greater the computational capacity expended by the

algorithm. However, it is necessary to set a minimum value for t that

ensures a balance between the good visual quality of the results of the

algorithm and the processing time. Eq. (3) presents the 3-D FFT that

is applied to the t set of video frames where each frame has width X

and height Y.

F(I(x, y, t)) =
X−1∑
x=0

{
W k1

X

Y−1∑
y=0

[
W k2

Y

T−1∑
t=0

W k3
T I(x, y, z)

]}
(3)

The fifth and the sixth processing steps are those wherein the re-

sult of the 3-D FFT is used to extract the motion information con-

tained within each pixel of an analyzed frame. For this, the fifth stage

calculates the phase for each pixel of the frame that has resulted from

the previous step, and 2-D IFFT is applied to the phase to finally ex-

tract the motion information from each pixel. These two steps may be

represented by Eq. (4), where P is the phase obtained from the values

of F (x, y, t), and Î(x, y, t) is the result of applying the IFFT on the values

of the phase.

Î(x, y, t) = |F−1{eiP[F(I(x,y,t))]}|2 (4)

The seventh and final step of processing involves the construction

of the binary mask that will separate the pixels for each frame with
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