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Abstract

We investigate the greedy version of the LP-optimal vector quantization problem for an R4 -valued
random vector X € LP. We show the existence of a sequence (ay)ys>1 such that ay minimizes
a Hmiﬂlsistl X —aij| AN X —a HL,, (LP-mean quantization error at level N induced by (ay, ...,
ay_1,a)). We show that this sequence produces L”-rate optimal N-tuples a®™ =(ay,....a y) (i.e. the
LP-mean quantization error at level N induced by a® goes to 0 at rate N 75). Greedy optimal sequences
also satisfy, under natural additional assumptions, the distortion mismatch property: the N-tuples a™) re-
main rate optimal with respect to the LY-norms, p < ¢ < p +d.
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1. Introduction and definition of greedy quantization sequences

Let p € (0, +4o00) and Lﬂid(Q,A,IP’) ={Y : (2, A, P) - R? measurable, i, =

(E|Y|p)ll’ < +oo} where | .| denotes a norm on R?. We consider X : (2, A,P) — R? an
LP-integrable random vector. For every finite I' C R?, we define the L”-mean quantization
error induced by I" as the L?-mean of the distance of the random vector X to the subset I" (with
respect to the norm | . |), namely

ep(l. X) = dX. D),

where d(£, A) = infuea |€ — al, £ € RY, A C RY, denotes the distance of £ to A. This
quantity is always finite when X € LP(P) since e,(I', X) < [|X|lp + minger la] < 400
owing to Minkowski’s inequality when p > 1. When p € (0, 1), one has likewise e, (I', X)? <
[ X ||§ 4+ minger |a|? < 4o00. The usual L”-optimal quantization problem at level N > 1 is to
solve the following minimization problem

epN(X) = min ep,(I', X) (1.1)
I'cR4,|I'\<N
where | I'| denotes the cardinality of the subset I, sometimes called grid in Numerical Probability
or codebook in Signal processing. The use of “min” instead of “inf” is justified by the fact
(see Proposition 4.12 in [16], p. 47 or [21]) that this infimum is always attained by an optimal
quantization grid I'™) (of full size N if the support of the distribution & = P, of X has at least
N elements).

The above optimal vector quantization problem is clearly related to the approximation rate of
an RY-valued random vectors X : (2, A P) - R4 by random vectors taking at most N values
(N € N). One shows (see e.g. Theorem 4.12 in [16] combined with comments, Section 3.3,
p- 33) that, for very p € (0, +00),

epn(X) = minf| X = g1, : R — R, Borel, |g(®R")| = N}

= min{||X — Y| ,Y: 02— R measurable, |Y ()| < N},

r’

both minima being attained by random vectors of the form

Y™ = XM = 7 (X) (1.2)

where 7wy denotes a Borel projection on I' (N following the nearest neighbor rule where
I'™) ¢ R has size at most N.

This modulus is also related to the Wasserstein (pseudo-)distance W, p € (0, 1] on the space
of Borel probability measure on R¥: let ‘P be the set of distributions whose support has at most
N elements. Let 1 be a Borel distribution on RY and let v € P, that we can associate to random
vectors X and Y respectively; then for every p-Holder function f : RY — R, with p-Holder
ratio [f], ,,, < +00 and every ve Py,

[ [ ra
R4 R4

= [E£CO—Ef0)| < [f1,allX = Y1, (1.3)
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