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The component-by-component construction is the standard
method of finding good lattice rules or polynomial lattice rules
for numerical integration. Several authors have reported that
in numerical experiments the generating vector sometimes has
repeated components. We study a variation of the classical
component-by-component algorithm for the construction of lat-
tice or polynomial lattice point sets where the components are
forced to differ from each other. This avoids the problem of having
projections where all quadrature points lie on the main diagonal.
Since the previous results on the worst-case error do not apply to
this modified algorithm, we prove such an error bound here. We
also discuss further restrictions on the choice of components in the
component-by-component algorithm.

© 2015 Elsevier Inc. All rights reserved.

Introduction

Lattice point sets are integration node sets frequently used in quasi-Monte Carlo rules
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for the approximation of s-dimensional integrals over the unit cube [0, 1]°. For a modulus N (N a
positive integer) and a generating vector g = (gy,...,8s) € {1,2,...,N — 1}%, a (rank one) lattice
point set is an integration node set of the form

xn:({@},m,[%]), n=01...,N—1.
N N

Here, for real numbers x > 0 we write {x} = x — | x] for the fractional part of x. For vectors x we apply
{-} component-wise. A quasi-Monte Carlo rule using a lattice point set is called lattice rule. For further
information on lattice rules we refer to [5,15,20].

We consider a weighted Korobov space with general weights as studied in [8,16]. Before we do so
we need to introduce some notation. Let Z be the set of integers and let Z, = Z \ {0}. Furthermore,
N denotes the set of positive integers. For a set & we denote by |&| the cardinality of &. Fors € N
we write [s] = {1, 2,...,s}. Foravectorx = (x1,...,%) € [0, 1]° and for u C [s] we write x, =
(%))jeu € [0, 1]™ and (x,, 0) € [0, 1] for the vector (y1, . . ., ys) withy; = x;ifj € uandy; = 0ifj & u.

The importance of the different components or groups of components of the functions from the
Korobov space to be defined is specified by a sequence of positive weights ¥y = (yu)uc(s), see [21],
where we may assume that y; = 1. The smoothness is described by a parameter « > 1. The weighted
Korobov space #(K; . ,) is a reproducing kernel Hilbert space with kernel function of the form

exp(rihy - (X — yu))
Ks,a,y(xay) =1+ Z Yu Z .

P£ucls] [u] [T 1h|
= hy€eZ, jeu

It is well known in the theory of lattice rules that it is useful to restrict the range of a generating vector
g of an N-point lattice point set to Z3,, where

Zy=1{ke{1,2,...,N—1} : gcd(k,N) = 1}.

Furthermore, it is known (see, for example, [8]) that the squared worst-case error of a lattice rule
generated by a generating vector g € Zj, in the weighted Korobov space #(K; o ;) is given by

@@= Y  ryh, (1)
hezs\ (0}
g-h=0 (mod N)

where for ¥ # u C [s] and hy € Z!" we have

r(y, (h, 0) =y [ ] Iy~
jeu
It is known that the worst-case error in the Korobov space coincides with the worst-case error
in the unanchored Sobolev space using the tent-transform [6] and is also related to the mean square
worst-case error for randomly shifted lattice rules [5]. Hence the results here automatically also apply
to those cases.

The result

The now standard method for finding good generating vectors for numerical integration in Korobov
spaces is the so-called component-by-component (CBC) construction (see [1,12]). We can set the
first component to 1 and then proceed inductively by choosing one new component at a time
by minimizing the error criterion ez(g{‘, g5,...,8;_ 1,8) as a function of the last (not yet fixed)
component g € Zy. Here, the components g7, g5, ..., g;_; have been fixed in the previous steps.

It has been observed that in running the CBC construction it may happen that components repeat
themselves, i.e., there arei,j € {1, ..., s},i # j, such that g/ = gj*. We quote from [13]:

[... ] However, it has been observed that the components start to repeat from some dimension onward
for product-type weights, hence leading to a practical limit on the value of d [we remark that d has
the role of s in [13]]. This side effect of the CBC algorithm is yet to be fully understood.
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