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a b s t r a c t

We study the Lp-approximation of functions f consisting of two
smooth pieces separated by an (unknown) singular point sf ; each
piece is r times differentiable and the rth derivative is Hölder con-
tinuous with exponent ϱ. The approximations use n inexact func-
tion values yi = f (xi) + ei with |ei| ≤ δ. Let 1 ≤ p < ∞. We
show that then the minimal worst case error is proportional to
max(δ, n−(r+ϱ)) in the class of functions with uniformly bounded
both the Hölder coefficients and the discontinuity jumps |f (s+f ) −

f (s−f )|. This error is achieved by an algorithm that uses a new adap-
tivemechanism to approximate sf , where the number of adaptively
chosen points xi is only O(ln n). The use of adaption, p < ∞, and
the uniform bound on the Hölder coefficients and the discontinuity
jumps are crucial. If we restrict the class even further to continuous
functions, then the same worst case result can be achieved also for
p = ∞ using no more than (r − 1)+ adaptive points. The results
generalize earlier results that were obtained for exact information
(where δ = 0) and f (r) piecewise Lipschitz (where ϱ = 1).

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

The problem of approximating smooth functions based on information about n function values has
been very well studied. Much less explored, but more important for applications, is approximation of
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functions that are piecewise smooth only. Note that a function f is piecewise smooth if its domain can
be divided into subdomains such that f is smooth in each subdomain.

We say that a scalar function g is (r, ϱ)-smooth in an interval [a, b] if g ∈ C r([a, b]) and g(r) is
Hölder continuous with exponent ϱ ∈ (0, 1]. We consider the space Fr,ϱ of T -periodic functions f that
consist of two (r, ϱ)-smooth pieces separated by an unknown singular point sf . We stress that the
periodicity is assumed only to simplify the presentation; after some technical modifications, all the
results hold also for nonperiodic functions, cf. [15].

The Lp-approximation in the space Fr,ϱ (periodic or non-periodic) based on function evaluations
has been so far studied assuming Lipschitz continuity of the rth derivatives (that is, for ϱ = 1) and
exact information about function values, see, e.g., [1,10,15–17]. In [16], classes of piecewise smooth
functions contained in Fr,1 were identified for which the minimal worst case error is proportional to
n−(r+1), which is also theminimal worst case error for the (globally) smooth functions, cf. [11,21]. This
holds for p < ∞ and for the Skorohodmetric, but not for p = ∞. However, to obtain such error level,
the use of adaption is necessary. Optimal algorithms use an adaptive mechanism to detect essential
singularities sf , i.e., those with ‘large’ discontinuity jumps of the derivatives of f . This mechanism
basically relies on using divided differences on uniform mesh, and the fact that the largest divided
difference covers sf if the mesh-size is small enough. Approximation of continuous functions from
Fr,ϱ ∩ C was studied in [15] where it was shown that then the worst case error of level n−(r+1) can be
obtained even for the uniform approximation. A related work has also been done for other problems
such as numerical integration [14], solving ODEs [6–9], or solving SDEs [18,19]. For approximation of
piecewise smooth functions using other methods (including spectral methods) see, e.g., [2–5,20].

In the present paper we generalize the results of [15,16] in two directions. We assume that the
Hölder exponent ϱ ∈ (0, 1] and, what is more important, information is obtained with some error.
This means that instead of the exact values f (xi) for i = 1, 2, . . . , n one obtains perturbed values
yi = f (xi)+ ei where |ei| ≤ δ, cf. [12,13]. It is not difficult to see that in the presence of perturbations
the minimal worst case error is at least proportional to min(δ, n−(r+ϱ)). The question is whether this
worst case error can be achieved by a particular algorithm for reasonable classes F ⊂ Fr,ϱ . The
answer is not obvious since the adaptive algorithms developed in [15,16] do not work well for inexact
information. Indeed, in the presence of noise the divided differences calculated from noisy function
values do not say anything about the location of sf if the mesh-size is too small. On the other hand,
a localization of the essential singularities is crucial for constructing efficient approximations of the
function.

For that reasonwe develop a new version of the adaptivemechanism for detecting singularities. In
this mechanism, the divided differences are computed only in the preliminary nonadaptive step for
the uniformmesh of sizeO(n−1). Then a special extrapolation technique is applied to approximate an
essential singularity (if it exists) with enough accuracy. This technique uses only O(ln n) adaptively
chosen points. Moreover, for δ = 0, which corresponds to exact information, it is even simpler than
the detection procedure of [15,16].

The improved detection mechanism allows to construct an adaptive algorithm using n function
evaluations with precision δ that possesses the desired error properties in the worst case setting.
In particular, its worst case error is proportional to max(δ, n−(r+ϱ)), in the class of functions with
uniformly bounded the Hölder coefficients and the discontinuity jumps |f (s+f )− f (s−f )|. For this result
to hold the use of adaption, p < ∞, and uniform boundedness of the Hölder coefficients and the
discontinuity jumps are crucial.Moreover, if we restrict the class even further to continuous functions,
then the sameworst case result can be achieved also for p = ∞ using nomore than (r −1)+ adaptive
points.

The results of this paper can also be interpreted as follows. In order to obtain an ε-approximation
in the worst case setting for the classes described above it is necessary and sufficient to use n =

Ω(ε−1/(r+ϱ)) function evaluations with precision δ = O(ε).
In Section 2 we formally define our approximation problem and provide lower bounds on the

minimal error. In Section 3 we show some auxiliary results. The adaptive algorithm is presented and
its cost and error analysis is provided correspondingly in Sections 4 and 5. Section 6 contains results
of some numerical experiments.
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