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a b s t r a c t

It is known that there is a constant c > 0 such that for every se-
quence x1, x2, . . . in [0, 1) we have for the star discrepancy D∗

N of
the first N elements of the sequence that ND∗

N ≥ c · logN holds for
infinitely many N . Let c∗ be the supremum of all such c with this
property. We show c∗ > 0.0646363, thereby improving the until
now known estimates.

© 2014 Elsevier Inc. All rights reserved.

1. Introduction and statement of the result

Let x1, x2, . . . be a point sequence in [0, 1). By D∗

N we denote the star discrepancy of the first N
elements of the sequence, i.e.,

D∗

N = sup
x∈[0,1]

AN(x)
N

− x
 , where

AN(x) := #{1 ≤ n ≤ N | xn < x}.
The sequence x1, x2, . . . is uniformly distributed in [0, 1) iff limN→∞ D∗

N = 0.
In 1972 Schmidt [5] has shown that there is a positive constant c such that for all sequences

x1, x2, . . . in [0, 1) we have

D∗

N > c ·
logN
N

for infinitely many N .
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The order logN
N in this result is best possible. There are many sequences known for which D∗

N ≤

c ′
·

logN
N for a certain constant c ′ and for all N holds.

So itmakes sense to define the ‘‘one-dimensional star discrepancy constant’’ c∗ to be the supremum
over all c such that

D∗

N > c ·
logN
N

holds for all sequences x1, x2, . . . in [0, 1) for infinitely many N . Or, in other words

c∗
:= inf

w
lim sup
N→∞

ND∗

N(w)

logN
,

where the infimum is taken over all sequences w = x1, x2, . . . in [0, 1), and D∗

N(w) denotes the star
discrepancy of the first N elements of w.

The currently best known estimates for c∗ are

0.06015 . . . ≤ c∗
≤ 0.222 . . . .

The upper bound was given by Ostromoukhov [4] (thereby slightly improving earlier results of
Faure (see for example [2])). The lower boundwas given by Béjian [1]. (In fact Béjian derives his bound
for c∗ from a bound for the corresponding constant with respect to extreme discrepancy.)

It is the aim of this paper to give a simple, more illustrative proof of the result of Béjian on c∗ with
an even sharper lower bound for c∗.

We will prove

Theorem 1.1.

c∗
≥ 0.0646363 . . . .

In Section 2wewill give some auxiliary results. The proof of Theorem 1.1 then follows in Section 3.
The idea of the proof follows a method introduced by Liardet [3] which was also used by Tijdeman
and Wagner in [6].

2. Auxiliary results

The first lemma was used in this context for the first time by Liardet in [3].

Lemma 2.1. For any set A, any subsets A0, A2 of A and any function f : A → R we have

max
n∈A

f (n) − min
n∈A

f (n) ≥
1
2


max
n∈A2

f (n) − min
n∈A2

f (n)


+
1
2


max
n∈A0

f (n) − min
n∈A0

f (n)


+
1
2

max
n∈A2

f (n) − max
n∈A0

f (n)
 +

1
2

min
n∈A2

f (n) − min
n∈A0

f (n)
 .

Proof. This is quite elementary. �

Consider nowa finite point set x1, x2, . . . , xN in [0, 1)withN = [at ], for some real awith 3 ≤ a ≤ 4
and some t ∈ N. Let A be the index-set A = {1, 2, . . . ,N}, and A0, A1, A2 be the index-subsets

A0 = {1, 2, . . . , [at−1
]}, A2 = {[at ] − [at−1

] + 1, [at ] − [at−1
] + 2, . . . , [at ]} and

A1 = A \ (A0 ∪ A2).

Assume first for simplicity that at and at−1 are integers (of course this only can happen if a = 3 or
a = 4).

For x ∈ [0, 1) we consider the discrepancy function

Dn(x) := #{i ≤ n | xi < x} − n · x = An(x) − n · x.
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