
ABC optimized neural network model for image deblurring
with its FPGA implementation

Slami Saadi a,⇑, Abderrezak Guessoum a, Maamar Bettayeb b

a Department of Electronics, LATSI Laboratory, University of Blida, Route De Soumaa, BP 270, Algeria
b Department of Electrical and Computer Engineering, University of Sharjah, P.O. Box 27272, United Arab Emirates

a r t i c l e i n f o

Article history:
Available online 29 October 2012

Keywords:
Image deblurring
ARMA
NN
ABC
FPGA

a b s t r a c t

Image deblurring is indispensable to many image processing applications. In this paper, we try to
improve radiological images degraded during acquisition and processing. An autoregressive moving aver-
age (ARMA) model, used for nonlinearly degraded image deconvolution, is identified using a neural net-
work (NN). The NN training is improved using a novel swarm optimization algorithm called Artificial Bees
Colony (ABC), inspired from the foraging intelligence of honey bees. The ABC has the advantage of
employing fewer control parameters compared to other swarm optimization algorithms. Both estimated
image and blur function are identified through this representation. The optimized ARMA-NN model is
then implemented on a Xilinx reconfigurable field-programmable gate array (FPGA) using hardware
description language: VHDL. This VHDL code is tested on the rapid prototyping platform named
ML505 based on a Virtex5-LXT FPGA chip of Xilinx. Simulation results using some test and real images
are presented to sustain the applicability of this approach compared to the standard blind image decon-
volution (BID) method that maximizes the likelihood using an iterative process. A statistical comparison
is concluded based on performance evaluation using seven recent image quality metrics.

� 2012 Elsevier B.V. All rights reserved.

1. Introduction

Radiology is discovering the human body by means of images.
Although radiology began with the use of X-rays, the present radi-
ologist now has a diversity of tools for taking images of patients.
Many of these recent tools generate an image with a computer
and some do not use any X-rays, or radiation of any kind such as
Magnetic Resonance Imaging (MRI) and Ultrasound (US). Instead,
MRI is a technique that combines a large magnetic field and some
radio frequency coils. The pictures look like sections or cuts. Basic
radiographs can be produced using a variety of imaging tech-
niques, and they all need exposing the patient to X-ray radiation.
Computed Tomography (CT) is a specific X-ray imaging technique,
it makes the image by using a collection of small X-ray sensors and
a computer. By spinning the X-ray source and the sensor around
the patient, data is gathered from many angles. Nuclear medicine
involves making the patient momentarily radioactive, with a little
quantity of an isotope. The images are obtained by determining the
patient radioactivity. Angiography is the procedure that produces
an image of blood vessels inside the body. Image in any form
was never an accurate representation of the examined object since
it is always degraded by the imaging system itself. In radiology,

there are several components tend to corrupt the image, then lim-
iting the resolution of such images. The degradation sources in
radiology are geometric unsharpness due to the lack of beam col-
limation, statistical fluctuation owing to low intensities or high
background, motion unsharpness due to object motion during
exposure, and limitations in acquisition/processing systems. To
overcome these problems, deconvolution is a solution to reduce
the blurring and noise effects on the image.

Image deconvolution methods are different from those of image
enhancement. Deconvolution techniques try to perform an inverse
transformation of the observed degraded image to estimate the
original one. Because of this approach, they are oriented towards
modeling degradations, in order to apply an inversion technique.
In practice, exact reconstruction of the original, from the observed
image data, may be impossible, even with knowledge of the
degrading system characteristics. This is due to the ill-posed nature
of the image deblurring problem, and the presence of noise.
Authors of [1,2] did a comparative study between some state of
the art approaches to select an image deconvolution method, and
they got good results by introducing two swarm intelligence algo-
rithms in the optimization step. The process of simultaneously
estimating the degradation function and deblurring an unknown
image using partial or no information about the imaging system
is known as blind image restoration [3]. Blind deconvolution tech-
nique was another restoration method in image processing field.
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Authors of [4] developed an iterative, accelerated, damped algo-
rithm to enhance the Neutron Computed Tomography images by
iterative de-blurring of neutron transmission projections. They
minimized the square of the difference in pixel count between
the original and blurred predicted image, and they concluded that
this approach can be used effectively when the point spread func-
tion PSF (blurring operator) is known, but little or no information is
available for the noise. Authors in [5] combined Haar wavelet and
Lucy–Richardson algorithm to restore positron emission tomogra-
phy (PET) images. This implementation enhanced the contrasts of
images without much amplifying much the noise level in this ill-
posed deconvolution problem. Authors in [6] used iterative Con-
strained Least Squares algorithm for both blur identification and
image restoration in blind restoration of images degraded by
space-variant blurs. They extended the Expectation–Maximization
(EM) algorithm and combine it with the region adaptive technique
to handle the problem of identifying spatially variant blurs. They
got good estimate with reduced artifacts in restored images in
addition to blur identification. Authors in [7] investigate the image
blur estimation methods, and apply that to X-ray radiological
images, and they concluded that the accuracy of the PSF estimation
under the Poisson noise and readout electronic noise is signifi-
cantly better for the R–L estimator than the Wiener estimator.
Blind deconvolution using ARMA parameter estimation methods
involves modeling the true image as a two-dimensional AR process
and the blurring function as a two-dimensional MA process. Based
on these models, the resulting blurred image is represented as an
ARMA process. Identifying the ARMA parameters allows identify-
ing both the true image and the degradation function [8]. Based
on a novel 2D-ARMA parameter estimation, this paper propose a
neural network model for fast blind image restoration. The pro-
posed approach can overcome local minimization problem by
using particle swarm optimization (PSO) algorithm. Comparison
with iterative blind deconvolution based on results, shows that
the proposed approach can obtain a better image estimate with a
faster speed than the BID algorithm. Maximum likelihood (ML)
[9–10], generalized cross validation (GCV) [11] and neural net-
works [12] are three popular methods that are employed to deter-
mine these parameters. The disadvantage of both ML and GCV lies
in the higher computational cost which requires small AR and MA
support sizes at the cost of diminished modeling effectiveness.
However, in order to improve the modeling effectiveness, the sup-
port sizes can be increased in neural network based on ARMA mod-
els. Authors in [13] summarize the main properties of the spatial
ARMA models and describe some of the well-known methods used
in image filtering based on estimation of spatial autoregressive
models. They also suggested a new filtering algorithm based on ro-
bust AR estimation. Authors of [14] addressed a new approach to
the problem of improving the quality of remote-sensing images,
by exploiting the idea of neural-network-based imaging system fu-
sion. Because NN is easy to be trapped in local minima and con-
verge too slow. The traditional training methods based on
gradient searching technique are not effective and fast in deter-
mining accurate weights/biases of the neural network. In litera-
ture, various algorithms are proposed for training NN’s, but most
of them are derivative based and have some weaknesses such as
converging to a local minima and time-consuming. Many global
optimization methods have been used for this application such
as genetic algorithm (GA) [15], particle swarm (PSO) [16], bacterial
foraging (BFO) [17], and the differential evolution (DE) algorithm
[18]. In paper [19], a GA is used to minimize the error performance
surface in a NN based ARMA model with random Gaussian process
is presented.

The Artificial Bee Colony algorithm is a swarm based meta-heu-
ristic algorithm that was introduced by Karaboga in 2005 [20] for

optimizing numerical problems. It was inspired by the intelligent
foraging behavior of honey bees. The algorithm consists specifi-
cally of three essential components: employed and unemployed
foraging bees, and food sources. The first two components, search
for rich food sources, which is the third component, close to their
hive. The Algorithm also defines two leading modes of behavior
which are necessary for self-organizing and collective intelligence:
recruitment of foragers to rich food sources resulting in positive
feedback and abandonment of poor sources by foragers causing
negative feedback. The ABC algorithm was first applied to numer-
ical optimization [21]. Performance of the ABC algorithm was com-
pared to those of the Genetic Algorithm (GA), Particle Swarm
Inspired Evolutionary Algorithm (PS-EA) [22,23]; and to those of
Differential Evolution (DE), PSO and Evolutionary Algorithm (EA)
on a limited number of basic test problems [24,25]. The effect of re-
gion scaling on algorithms including ABC, DE and PSO algorithms
was studied in [26]. The ABC algorithm was extended for con-
strained optimization problems in [27] and was applied to train
neural networks [28,29], to medical pattern classification and clus-
tering problems [30,31], to solve TSP problems [32]. Authors of
[32] also studied the control mechanism of local optimal solution
in order to improve the global search ability of the algorithm.
Authors of [33] used the Artificial Bee Colony algorithm for the
leaf-constrained minimum spanning tree (LCMST) problem called
ABC-LCMST and compared the approach against GA, ACO and tabu
search (TS). In [33], it is reported that ABC-LCMST outperforms the
other approaches in terms of the best and average solution quali-
ties and computational time. Authors in [34] applied the ABC algo-
rithm to network reconfiguration problem in a radial distribution
system in order to minimize the real power loss, improve voltage
profile and balance feeder load subject to the radial network struc-
ture in which all loads must be energized. The results obtained by
the ABC algorithm were better than the other methods compared
in the study in terms of quality of the solution and computation
efficiency. Finally, ABC was also used to train neural networks for
pattern classification [35].

Traditionally image processing applications were implemented
either in general-purpose Programmable Digital Signal Processors
(DSPs) or built using Application Specific Integrated Circuit (ASIC)
technology. Typically, Programmable DSP processors contain
built-in Multiply/Accumulate units (MACs) and use a high level
instruction set to implement image processing algorithms. Field-
Programmable gate Array FPGA has become a very cost-effective
means of off-load computationally intensive digital signal process-
ing algorithms to improve overall system performance. They pro-
vide flexibility of software while keeping intact the hardware
performances [36].

In this paper, the (ABC) algorithm is used to train a neural net-
work to reach the global minimum and get optimized synaptic
weights of an NN that models the ARMA representing both a better
estimate image and near degradation function. Simulation results
and performance assessment are presented. A statistical evaluation
is realized with BID technique based on a range of current image
quality metrics. BID takes further time to restore an image than a
straight algorithm owing to the important computational load nec-
essary to process images; therefore it is not appropriate to real-
time applications. In this work, to speed up processing, the
ARMA-NN model is implemented on a Xilinx reconfigurable FPGA
chip via hardware description language: VHDL. This VHDL code is
synthesized using ISE12.4 Xilinx software, simulated on the Mod-
elSim 6.5 software for time and space constraints and next, expe-
rienced on the fast prototyping platform named ML505 based on
a Virtex5-LXT FPGA chip of Xilinx. Hardware schemes and simula-
tion results are presented in the final part of this article using ISE
and ModelSim softwares.
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