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a b s t r a c t 

Ant Colony Optimization (ACO) is a distributed collective-intelligence algorithm. Several adaptive rout- 

ing algorithms based on ACO have been proposed in the domain of Network-on-Chip (NoC) design for 

balancing traffic load. However, when network size becomes large, the conventional ACO requires quite 

a lot of pheromones for predicting network load distribution, which results in large hardware cost and 

low cost-efficiency. In this paper, an ACO algorithm with directional pheromone (ACO-DP) is proposed 

for reducing the size of pheromone table in large-scale networks. Moreover, by using a distance-sensitive 

backward pheromone updating scheme, the performance of ACO-DP is also improved. Finally, we intro- 

duce the detailed architecture and hardware implementation of ACO-DP routing. Experimental results 

show that ACO-DP routing achieves the highest area efficiency in large-scale NoC systems compared to 

other ACO-based routing algorithms. 

© 2016 Elsevier B.V. All rights reserved. 

1. Introduction 

In network-on-chip (NoC) systems, cores need to communicate 

with each other during parallel processing [1,2] . As the number of 

cores scales up to tens or hundreds, the quantity of data trans- 

mission grows rapidly. Consequently, in a large-scale NoC, system 

performance will be more sensitive to transmission efficiency than 

a small-scale one [3,4] . In NoC systems, transmission performance 

is mainly affected by packet routing. Routing algorithms are clas- 

sified into deterministic routing and adaptive routing [2,5] . When 

using a deterministic routing, the transmission paths are fixed, so 

load-balancing is weak and passive especially for large-scale net- 

works [6] . In contrast, adaptive routing can dynamically determine 

the output channels and actively find an appropriate path for each 

packet based on network load. Therefore, to minimize traffic con- 

gestion and improve transmission efficiency, the large-scale NoC 

systems should adopt an effective adaptive routing algorithm for 

load balancing [7–9] . 

Typically, an adaptive routing is composed of routing mod- 

ule and selection module [10] . The routing module computes sev- 

eral candidate output ports based on turn models, such as Odd- 

Even [11] and DyAD [12] . Then the selection module grades those 

candidate output channels and chooses one according to buffer 
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utilization rate or predicted load state. Obviously, the selection 

module is the key point of an adaptive routing, because its se- 

lection scheme mainly determines packets’ transmission path and 

gives a significant impact on network load distribution. Therefore, 

designing an effective selection scheme can improve transmission 

performance for all adaptive routing algorithms in NoC systems. 

Considering the hardware cost of router, most adaptive routing 

algorithms determine the transmission path based on the locality 

of network states. It works well in a small-scale network, but when 

the network size scales up, using regional traffic load to choose the 

transmission paths may result in global imbalance. Besides, con- 

gestion estimates based only on regional network information is 

not sufficiently accurate [13] . So, in the large-scale network, adap- 

tive routing should collect both regional and global network states 

to select the output channel for each packet during data trans- 

missions. Because a routing table for saving global network states 

is very large, some adaptive routing algorithms with learning and 

training are proposed, such as routing algorithms based on ACO 

(Ant Colony Optimization). 

ACO is a distributed collective-intelligence algorithm which in- 

spired from the foraging behavior of real ant colonies [14] . Dur- 

ing searching food, ants deposit pheromone on the ground in or- 

der to mark their routes, also they follow other ants according 

the pheromone information. As shown in Figure 1 , because the 

pheromone on the shorter path is accumulated faster than that 

on the longer path, ants will find a shortest path some time 

later [15] . In the ACO-based adaptive routing, selection scheme is 
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Fig. 1. Diagram of ants’ foraging behavior. (a) In the beginning, ants get the food 

via path 1 and path 2 randomly. (b) Path 1 is shorter than path 2, so more ants 

bring food back via path 1, and more pheromone is left on the path 1. Finally, path 

1 becomes the preferred selection for all ants. 

Fig. 2. The workflow of a typical ACO-based routing. 

implemented by ACO algorithm. With the help of pheromone, it 

can find a global optimal transmission path for every packet. 

For implementing ACO-based routing, each router should have 

a pheromone table to collect local and global network states. A 

typical ACO-based routing workflow is shown in Figure 2 . Because 

pheromone is used for selecting output channels, each end-to-end 

dataflow should be marked by a pheromone, and then the number 

of pheromones is equal to the number of dataflows. Thus, the size 

of each pheromone table is about quadratic to the network size. 

For a large-scale network system, the hardware cost of pheromone 

tables makes the ACO-based routing algorithms infeasible. 

For instance, in a 16 × 16 mesh NoC, there are 1020 ( (16 × 16 −
1) × 4 ) dataflows from one router to others (data packets trans- 

mitted via four directional outputs to 255 destinations), therefore, 

each pheromone table has 1020 storage cells and each storage cell 

stores one pheromone value with several bits. In addition to the 

high memory cost, large pheromone table will cause long table ac- 

cess time and larger power consumption, which have great nega- 

tive effect on transmission performance. 

In this work, we present two techniques for pheromone gener- 

ating and updating, which can reduce the size of pheromone table 

with minimum performance penalty: 

• Directional Pheromone (DP): In a large-scale network, packet’s 

destination may be far away from the current router, so deter- 

mining the transmission direction for a packet should consider 

the traffic load of a region which points to the destination node. 

Therefore, pheromone can be divided into groups according the 

directions of destinations. 
• Pheromone Updating Sensitivity: In a large-scale network, 

distant network states are redundant for local pheromone 

updating and nearby network load prediction, so the two kinds 

of network states, distant and nearby, should have different 

impact on pheromone update process [16] . In this paper, we 

present a variation sensibility parameter, which is changed with 

each packet’s transmission distance, in pheromone feedback 

update process. 

Based on these two features, an ACO-based adaptive routing 

with directional pheromone (ACO-DP) is proposed for large-scale 

networks. Our contributions are as follows. 

• Combining with the characteristics of travel direction, we pro- 

pose directional pheromone (DP) for ACO-based routing, which 

can reduce the size of routing table effectively. Moreover, 

ACO-DP routing uses a distance-sensitive backward pheromone 

updating scheme to eliminate the performance degradation 

caused by the low-cost design. 
• A router with ACO-DP routing algorithm is designed and im- 

plemented. In our experiments and comparisons, the ACO-DP 

router achieves highest area efficiency compared with other 

router designs. For instance, its area efficiency is 2.64 times 

that of traditional ACO with full size table, and 3.15% more than 

RACO-CAR when channel queue size is 6 flits. Considering the 

low-cost routing table and area efficiency, ACO-DP is feasible 

for large-scale NoC systems. 

The remainder of this paper is organized as follows: related 

works are discussed in Section 2 . Then concept of directional 

pheromone and DP table design are described in Section 3 . In 

Section 4 , the design details of ACO-DP-based adaptive routing 

for mesh NoC systems are given. All experiment results are in 

Section 5 . Section 6 introduces the detailed hardware implemen- 

tation of an ACO-DP router. Finally, Section 7 concludes this paper. 

2. Related works 

According to the amount of required network information 

in output selection, adaptive routing can be divided into three 

subgroups: regional adaptive, global adaptive, and training-based 

adaptive routing algorithms. 

2.1. Selecting channels with regional information 

In consideration of implementation complexity and hardware 

cost, most adaptive routing algorithms determine transmission 

path based on regional network load. By checking the size of 

available flit slots in downstream routers, Output Buffer Length 

(OBL) selection scheme can choose a reasonable output channel 

among all adjacent routers [17] . while it makes a routing decision 

with the current local network information, so the packets can- 

not avoid network congestion. Similarly, an adaptive deadlock-free 

routing algorithm, called Dynamic XY (DyXY), has been proposed 

in [18] . In this scheme, a packet is sent either to the X or Y di- 

rection depending on the congestion condition of the neighbor- 

ing routers. Other region-information-based adaptive routing al- 

gorithms include Odd-Even (OE) Model [11] , Region-based rout- 

ing [19] , and path-congestion-aware routing [20] and so on. 

For detecting the distant congestion region ahead of making an 

routing decision, a routing with look-ahead congestion detection 

is presented by using free buffer count at the downstream router 

[21] . Neighbors-on-Path (NoP) [22] can select next hop with the 

buffer utilization of neighbor routers. Regional Congestion Aware- 

ness (RCA) routing [23] and Destination-Based Adaptive routing 

[24] get network congestion state by propagating buffer utilization 

ratio to upstream routers. 

The above adaptive routing algorithms determine transmission 

path at runtime based on the regional network state with low 

hardware cost. However, distant network states haven’t been con- 

sidered, so the output selections may send too many packets to 
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