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a b s t r a c t 

Harmony Search (HS) is relatively a new population-based meta-heuristic optimization algorithm that 

imitates the music improvisation process of musicians to search for a perfect state of harmony. HS has 

attracted a lot of attention by showing excellent results for a wide range of optimization problems in 

diverse fields. HS is typically implemented on a software platform, which restrict its applications to real- 

time applications. In order to accelerate the algorithm, one can proceed with the parallelization of the 

algorithm and/or map it directly onto hardware to achieve faster execution time. This paper presents 

an efficient architecture for parallel HS algorithm in FPGA platform in order to improve HS performance 

in terms of execution time, resource utilization and power consumption while searching several solution 

candidates for a problem. The implementation is tested using a suite of well-known benchmark functions. 

Analysis of the experimental results show that the proposed concurrent implementation has a promising 

performance up to 175x and no less than 16x as compared with software implementation. 

© 2016 Elsevier B.V. All rights reserved. 

1. Introduction 

The last decade has witnessed the advent and prevalent use of 

population based meta-heuristic optimization algorithms to solve 

a wide range of real world problems in diverse fields. Meta- 

heuristics are intelligent self-learning algorithms inspired and de- 

veloped by mimicking the intelligent processes and behaviors aris- 

ing in nature, sociology, and other disciplines [1] . Harmony Search 

(HS) is a population-based meta-heuristic optimization algorithm 

developed by Geem et al. in 2001 [2] which imitates the music im- 

provisation process where musicians improvise their instruments’ 

pitch searching for a perfect state of harmony [3] . The improvisa- 

tion process which happens when a musician searches for a bet- 

ter state of harmony, such as jazz improvisation seeks to find mu- 

sically pleasing harmony as determined by an aesthetic standard, 

just as the optimization process seeks to find a global solution 

determined by an objective function. The pitch of each musical 

instrument determines the aesthetic quality, just as the objective 

function value is determined by the set of values assigned to each 

design variable [4] . To enhance the overall search performance, HS 

needs to balance the tradeoffs between two important aspects: di- 

versification and intensification. Diversification stands for covering 

the search space randomly by existing partial solutions in order to 

expand and explore search area diversely. When diversification is 

strong, the search will cover large search area of the problem to 
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be explored. However, if the diversification is kept low, there is a 

possibility of failing to explore areas that could provide better so- 

lution for the problem. The other aspect, i.e. intensification, refers 

to improving the results of particular solutions in specific region by 

finding the best solution in a given local area; this aspect will de- 

velop harmonies distributed in different problem areas to provide 

best local solutions for each region such harmonies cover. Having 

suitable intensification will allow the harmony to learn from pre- 

vious results and tune the parameters that controls the algorithm’s 

performance in order to improve convergence [5] . 

HS mimics musicians in the improvisation process to enrich 

their experiences by practice in searching for better harmonies 

based on randomness (diversification) or their experiences (inten- 

sification). The HS is one of the major modern meta-heuristic op- 

timization techniques which is simple in concept, few in parame- 

ters, easy in implementation, and can be used efficiently and effec- 

tively to find excellent solutions to extremely hard numeric maxi- 

mization/minimization problems. Although, HS is a relatively new 

meta-heuristic algorithm, its effectiveness and robustness have 

been demonstrated by successfully applying it to various optimiza- 

tion problems in diverse fields such as science, engineering, and 

medicine [1,3] . 

In the last decade, a new computing paradigm called Recon- 

figurable Computing (RC) has emerged. RC systems have soft- 

definable features that can overcome the limitations of the two 

well-known computing paradigms, the General Purpose Proces- 

sor (GPPs) in the form of software, and Application Specific In- 

tegrated Circuits (ASICs) in the form of hardware. RC systems 
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combine the flexibility offered by software and the performance 

offered by hardware [6,7] by making use of reconfigurable Field 

Programmable Gate Arrays (FPGAs). In addition, re-configurability 

provided by RC is mandatory for design adaptability to survive 

unforeseen physical effects such as aging and temperature varia- 

tion and/or new application requirements [8] . Furthermore, RC sys- 

tem efficiency and flexibility have been demonstrated by success- 

fully accelerating a wide variety of applications such as string set 

matching for bioinformatics research [9] , artificial intelligence (AI) 

applications [10] , and cryptography [11] due to the possibility of 

massive parallel processing. Nowadays, FPGAs are common compu- 

tational elements used in exploring many embedded applications, 

such as in small mobile robots and industrial control units. Their 

memory and communication capacity is also often limited. There- 

fore, designs targeted on such systems need to take into account 

the constraints in available computational resources, cost, size, and 

energy consumption. Thus, one of the main goals is to find the 

right balance between these system constraints and execution per- 

formance desired. 

Recently, there has been a widespread use of meta-heuristic al- 

gorithms to solve challenging problems in diverse fields of science 

and engineering. Meta-heuristic algorithms are generally compute 

intensive and are slow when implemented in software. FPGAs pro- 

vide a suitable platform for hardware implementation of software 

algorithms. The low execution time of FPGA in comparison with its 

software counterparts is the main reason of using FPGA as a plat- 

form to implement meta-heuristics algorithms for real-time appli- 

cations. Because of the aforementioned reasons, successful hard- 

ware implementation for meta-heuristics algorithms such as ge- 

netic algorithms [12] , particle swarm optimization [13] , and dif- 

ferential evolution [14] in FPGAs have been reported recently. The 

salient features of these hardware implementations are that they 

exploit the intrinsic parallelism of the algorithm, and the flexibility 

and parallel processing capabilities of FPGAs to devise architectures 

in order to improve the performance of these algorithms for real- 

time applications. Although, there exist hardware implementation 

of many meta-heuristic algorithms, to the author’s best knowledge, 

the reported work for hardware/software co-design implementa- 

tion of HS is to accelerate the protein folding simulations [15] . 

The main focus of the work in [15] is to develop ap- 

proaches for accelerating the intractable 3D-HP-SC (three dimen- 

sional Hydrophobic-Polar Side-Chain) model based Protein Fold- 

ing Problem (PFP) using Harmony Search algorithm. The solution 

to PFP is important for medical advancements and development 

of new drugs. The authors proposed three different FPGA-based 

implementations in VHDL, two of them used an embedded pro- 

cessor (Altera’s NIOS II) as part of its hardware design. In one of 

the NIOS II processor based implementation, the HS was imple- 

mented fully in software by using ANSI-C programming language. 

In the second NIOS II processor based implementation, a dedicated 

hardware block for computing the fitness function was attached to 

the embedded processor as a slave component. In this version, all 

HS algorithm related computation is performed by the processor 

except the fitness computation, which is offloaded to fitness cal- 

culation module. The third hardware-based approach is fully im- 

plemented in hardware and does not use an embedded proces- 

sor. This approach has dedicated hardware blocks, specifically de- 

veloped to perform the HS algorithm. The main blocks of the ar- 

chitecture includes: harmony memory, harmony search core, ran- 

dom number generator and fitness calculation unit. First, the har- 

mony memory is initialized producing a new harmony for each 

position on the harmony memory. Each variable of each new har- 

mony is independent of the others. Therefore, each new harmony 

is generated in one clock pulse using a set of N random num- 

ber generators, where N is the number of variables in the har- 

mony. Once the harmony memory is loaded with the initial har- 

monies, the iterative process starts, where at each iteration, four 

individuals (harmonies) are evaluated simultaneously (in parallel). 

In the improvisation step, the selection of each variable of the 

new harmony is performed independently. Only block level archi- 

tecture was given in [15] and was designed specifically for that 

application. 

The hardware implementation of HS for general optimization is 

not reported in literature. Therefore, unlike the work in [15] which 

is application-specific, the purpose of this work is to present an ef- 

ficient architecture for parallel HS algorithm for general optimiza- 

tion problems in an FPGA platform that improves HS performance 

in terms of execution time, resource utilization and power con- 

sumption while searching several solution candidates for a prob- 

lem. In addition, a different parallelism strategy is adapted to 

attain maximum speedup for a variant of HS algorithm. A key 

feature which enhances the performance of FPGA is its paral- 

lel processing capability. This feature enables the algorithm to 

enhance its performance by running different parts of the al- 

gorithm simultaneously which is very important for real-time 

applications [15,16] . 

The remainder of the paper is organized as follows. 

Section 2 presents the basic HS algorithm. The system archi- 

tecture and implementation on embedded platform is presented 

in Section 3 . Synthesis results and analysis on benchmark func- 

tions are reported in Section 4 . Finally, Section 5 concludes the 

paper and present directions for future work. 

2. Basic harmony search algorithm 

Harmony Search is a population-based meta-heuristic algorithm 

inspired by the improvisation process of musicians. Musicians in 

their process of improvising a pitch use their skills of composi- 

tion (i.e. playing a new pitch selected from the possible sound 

range), memorization (i.e. playing a pitch from their own mem- 

ory) or playing an adjacent pitch from the pitch in their memory 

in pursuit of a composition with a perfect harmony. HS algorithm 

uses a similar search strategies when deciding to select new val- 

ues for a variable to find an optimum solution to an optimiza- 

tion problem. HS chooses a value from harmony memory (memory 

consideration), a close-by value to a one from memory (pitch ad- 

justment), or a totally random value from problem-specific range 

(randomization). HS imitates musicians seeking attractive harmony 

by finding best pitches between different music instruments. HS 

algorithm works to find the best possible and suitable solution 

based on objective function unlike other approaches that depend 

on gradient or newton’s method. The pseudo-code of HS algorithm 

adopted from [2,15] is presented in Algorithm 1 . 

Harmony Search (HS) algorithm starts with a Harmony Memory 

of size HMS, where each memory position is occupied by a har- 

mony of size N (musicians). Each improvisation step of a new har- 

mony is generated from harmonies already present in the memory. 

If the newly generated harmony is better than the worst harmony 

in memory, the worst harmony is replaced with the new one. Har- 

mony improvising/update process is repeated until the maximum 

number of improvisations (NI) is reached. The HS algorithm can be 

described by five main steps described below [2,15] : 

Initialization and Parameters Settings : This is the first step 

of the algorithm where the optimization problem is defined 

(line 3) and key parameters that directly affect the perfor- 

mance of the algorithm are identified, which are: 

• Harmony Memory size (HMS): represents the total num- 

ber of harmonies (solutions) stored in memory to guide 

the search; 

• Harmony Memory Consideration Rate (HMCR): a value in 

the range (0.7, 0.95) that represents the percent of values 
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