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a b s t r a c t

Minimizing the energy consumption and silicon area are usually two major challenges in the design of
battery-powered embedded computing systems. Dynamic and Partial Reconfiguration (DPR) opens up
promising prospects with the ability to reduce jointly performance and area of compute-intensive
functions. However, partial reconfiguration management involves complex interactions making energy
benefits very difficult to analyze. In particular, it is essential to realistically quantify the energy loss since
the reconfiguration process itself introduces overheads. This paper addresses this topic and presents a
detailed investigation of the power and energy costs associated to the different operations involved with
the DPR capability. From actual measurements considering a Xilinx ICAP reconfiguration controller,
results highlight other components involved in DPR power consumption, and lead to the proposition
of three power models of different complexity and accuracy tradeoffs. Additionally, we illustrate the
exploitation of these models to improve the analysis of DPR energy benefits in a realistic application
example.

� 2014 Elsevier B.V. All rights reserved.

1. Introduction

Run-time reconfiguration, i.e. the ability to modify hardware
execution resources to ensure specific functions arrangement dur-
ing execution, has been a promising field of research since the
1990s [1]. The technology, now referred to as Dynamic and Partial
Reconfiguration (DPR), is fully operational and available in up to
date devices from the two major FPGA manufacturers, Xilinx and
Altera. Run-time reconfiguration allows sharing a piece of silicon
area for the implementation of different hardware accelerators
when tasks are sequentially executed. This results in significantly
less FPGA resources for reconfigurable processing.

Whereas many tools are available for the actual management
and programming of DPR functionalities, there are comparatively
few methodologies helping to explore and evaluate these benefits.
However, the costs of reconfiguration and hardware implementa-
tion of tasks involve complex issues that need to be well under-
stood to determine whether or not the gains exceed the costs.
Considering for example an application as a set of tasks with pos-
sible hardware implementations, different execution scenarios will

influence the actual performance, area and energy tradeoff of a
solution: (i) use static hardware tasks, (ii) use dynamic hardware
tasks and reconfigure when necessary, (iii) use software tasks
and (iv) use a mix of software and hardware tasks, possibly stati-
cally or dynamically configurable, possibly at different cost-perfor-
mance tradeoffs for hardware tasks. In order to assess this very
large opportunity of choices, fast and accurate models of DPR
reconfiguration must be defined, especially in terms of power
and energy. This paper addresses this problem and investigates
the definition, development and use of such models that can be
able firstly, to explore combinations of task implementations,
and secondly to provide the associated schedule that will allow
minimizing the energy consumption. Therefore, providing reliable
power models is the main contribution of this work which is based
on actual experimentation of the DPR process in Xilinx devices.
Fine measurements on a Virtex5 FPGA have led to define three
models of different accuracy/complexity tradeoffs. Additionally,
we also address an application study of the proposed models on
a representative real life example to show their usefulness in early
design space exploration for energy efficiency.

The outline of the paper is the following. First, we present the
context of this work with a state of the art on power consumption
related to the DPR ability, an introduction to FPGA architectural fea-
tures for DPR and the experimental setup developed for accurate
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power measurements. Extensive measurement results are then
analyzed in detail in Section 3, and exploited in Section 4 to define
different models for power estimation that are further validated in
Section 5. The following Section 6 proposes a case study of these
models in the design space exploration of a HW/SW implementa-
tion of a H.264/AVC profile video decoder application. Finally, Sec-
tion 7 summarizes the main conclusions and presents next
directions of research.

2. Work context

2.1. State of the art

DPR is a technique enabled in reconfigurable hardware devices
like FPGAs to improve their processing flexibility. Indeed their con-
figuration can be changed during execution according to user con-
straints or environmental needs [2]. This run-time tasks
configuration ability comes with various opportunities for energy
saving. First, dedicated hardware allows the definition of optimal
implementations in terms of processing and energy efficiency.
DPR can then be widely used to increase the resource usage [3],
further reducing the size of reconfigurable units and the associated
static power consumption. Dynamic reconfiguration also lets the
modification of clock configuration, i.e. it provides dynamic fre-
quency adaptation and variation of performances, to adjust power
consumption and energy efficiency on demand [4]. In addition,
DPR can also be used to disable the routing of clock signals to some
of the FPGA resources, thus to implement a low overhead clock gat-
ing technique with interesting results [5].

An important drawback of DPR in most applications is the
unavailability of the region involved during the reconfiguration
process. Limiting the reconfiguration time is thus a critical require-
ment that can be addressed with different techniques. A first one is
to improve the reconfiguration speed to reach the maximum recon-
figuration port throughput [6]. For example, using higher perfor-
mance memory for bitstream storage (DDR) and DMA can greatly
reduce memory access times to the bitstream. Another solution is
to reduce the size of the configuration data, based for instance on
coding only the differences with previous configuration instead of

the completely new configuration information. In any case, the
overhead of reconfigurations is important to consider in the design
process. This has been shown in many recent works [7,8], but
reconfiguration delays are not the only issue. The energy cost of
DPR is also an important design parameter to manage, especially
to ensure actual energy gains from its utilization. We can find a
few studies on the power consumption of dynamic reconfiguration
in the literature like [9,10] and more recently [11]. These works
generally address the reconfiguration controller and throughput
optimization but do not provide a thorough analysis and modeling
of power consumption during partial reconfiguration.

The fine investigation of power and energy consumption and
modeling during DPR is the main focus of this paper. This contribu-
tion is part of a more global design space exploration methodology
developed in the context of a platform project focusing on power
measurement, estimation and optimization for heterogeneous
hardware–software computing systems [12]. In the following, we
detail the elaboration of power estimations at different accuracy
and complexity tradeoffs from actual and fine power measure-
ments. We also show the applicability and usefulness of the pro-
posed models in adapting the level of estimation complexity to
the best suited accuracy imposed by the application analysis. It is
then demonstrated how these models greatly help the analysis of
difficult implementation choices including static hardware tasks,
software execution and dynamic reconfiguration using the design
space exploration methodology mentioned previously.

2.2. FPGA architecture and partial reconfiguration

Effective DPR is available in Xilinx FPGAs since the VirtexII pro
series and more recently in Altera Stratix V devices. This work is
based on Xilinx technology and targets more specifically the Vir-
tex5 XC5VLX50T device of a ML550 Evaluation platform for power
measurement reasons. A view of the corresponding layout is pre-
sented in Fig. 1. This FPGA is organized in six clock domains where
each clock domain is composed of several frames. These frames are
grouped in columns containing either CLBs (slices), DSPs, BRAMs or
other specific blocks. The number of frames in one column is fixed
by the FPGA architecture and is dependent on the type of these

Fig. 1. Top left hand of Virtex-5 XC5VLX50T FPGA layout (Xilinx PlanAhead 12.1).
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