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In this study, we embed a metric space endowed with a convex combination 
operation, which is called a convex combination space, into a Banach space, where 
the embedding preserves the structures of the metric and convex combination. 
We also establish applications of this embedding for a random element that takes 
values in this type of space. On the one hand, we show some useful properties 
of mathematical expectation, such as the representation of expectation through 
continuous affine mappings and the linearity of expectation. On the other hand, 
the notion of conditional expectation is also introduced and discussed. Using this 
embedding theorem, we establish some basic properties of conditional expectation, 
Jensen’s inequality, the convergences of martingales, and ergodic theorem.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

Probability theory in linear spaces has been considered for many years and it has been extended to more 
general models that are nonlinear, such as hyperspaces of linear space or metric spaces in general. Basic 
objects such as expectation or the conditional expectation of random elements that take values in a metric 
space have also attracted the attention of many researchers. The first researcher to introduce a concept of 
mathematical expectation for a random element with values in a metric space was probably Doss [4] in 1949. 
Subsequently, many different definitions of expectation and conditional expectation have been provided in 
different types of metric spaces using various methods, including the studies by Émery and Mokobodzki [5], 
Herer [8–10], Raynaud de Fitte [17], Sturm [3,18], and the monograph by Molchanov [11].

In 2006, Terán and Molchanov [21] introduced the concept of a convex combination (CC) space and the 
class of these spaces is larger than the class of Banach spaces, the class of hyperspace of compact subsets, 
and the class of upper semicontinuous functions (also called fuzzy sets) with compact support in Banach 
space [21]. In addition, they provided many interesting illustrative examples of this concept, e.g., the space 
of all cumulative distribution functions or the space of upper semicontinuous functions with t-norm. A CC 
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space is a metric space endowed with a CC operation and the extension from linear space to CC space 
is not trivial. Some very basic sets, such as singletons and balls, may not be convex in CC space, which 
might not match with our usual intuition, but this occurs in many practical models. For example, if we 
consider the hyperspace of all compact subsets of Banach space where the CC operation is generated by 
Minkovski addition and scalar multiplication, then λA + (1 − λ)A is not equal to A unless A is convex, 
which means that A is a non-convex singleton in this space. Another example is the space of integrable 
probability distributions, where the CC operation is generated by the convolution operation (see [20,21]). 
The expected value for a random element that takes values in CC space was constructed by Terán and 
Molchanov. This notion of expectation extended the corresponding concept that considers Banach space as 
well as the hyperspace of compact subsets. Furthermore, the authors established the Etemadi strong law of 
large numbers (SLLN) for normalized sums of pairwise independent, identically distributed (i.i.d.) random 
elements in this type of space ([21], Theorem 5.1), and other applications can be found in [15,20,22].

A CC space may have many singletons that are not convex, but it always contains a subspace (we will call 
convexifiable domain) where every singleton and ball is convex, while it was shown in [21] that this subspace 
has some properties resembling linearity. Therefore, it is natural to ask whether this convexifiable domain 
can be embedded isometrically into some normed linear space such that the convex combination structure 
is preserved. It should be noted that the expectation of every integrable random element that takes values 
in a CC space always belongs to this convexifiable domain. Therefore, if the embedding is established, we 
will have more tools to explore this type of expectation as well as the properties of CC space.

In this study, we address the question stated above. In particular, we show that the convexifiable domain 
of a complete CC space can be embedded into a Banach space such that the embedding is isometric and 
the structure of convex combination is preserved (as demonstrated in Section 3).

The main applications of the approach via embedding theorem are presented in Section 4. On the one 
hand, we give some nice properties of mathematical expectation, including the representation of the ex-
pectation through continuous affine mappings and Jensen’s inequality (which was first proved by Terán 
[20], but we prove this again in the present study using another method). On the other hand, we introduce 
and discuss the notion of conditional expectation for integrable random elements that take values in CC 
space. Using embedding theorem, we establish some basic properties of conditional expectation, Jensen’s 
inequality, the convergences of martingales, and ergodic theorem.

Finally, some miscellaneous applications and remarks are given in Section 5.

2. Preliminaries

For the reader’s convenience, we now present a short introduction to the approach given by Terán and 
Molchanov in [21]. Let (X, d) be a metric space and for u, x ∈ X, we denote ‖x‖u := d(u, x). Based on X, intro-
duce a convex combination operation, which for all n � 2, numbers λ1, . . . , λn > 0 that satisfy 

∑n
i=1 λi = 1

and all u1, . . . , un ∈ X, this operation produces an element of X, which is denoted by [λ1, u1; . . . ; λn, un] or 
[λi, ui]ni=1. Note that [λ1, u1; . . . ; λn, un] and the shorthand [λi, ui]ni=1 have the same intuitive meaning as the 
more familiar λ1u1 + · · ·+λnun and 

∑n
i=1 λiui, but X is not assumed to have any addition or multiplication. 

Suppose that [1, u] = u for every u ∈ X and that the following properties are satisfied:

(CC.i) (Commutativity) [λi, ui]ni=1 = [λσ(i), uσ(i)]ni=1 for every permutation σ of {1, . . . , n};
(CC.ii) (Associativity) [λi, ui]n+2

i=1 =
[
λ1, u1; . . . ; λn, un; λn+1 + λn+2, 

[ λn+j

λn+1+λn+2
, un+j

]2
j=1

]
;

(CC.iii) (Continuity) If u, v ∈ X and λ(k) → λ ∈ (0; 1) as k → ∞, then [λ(k), u; 1 −λ(k), v] → [λ, u; 1 −λ, v];
(CC.iv) (Negative curvature) If u1, u2, v1, v2 ∈ X and λ ∈ (0, 1), then

d([λ, u1; 1 − λ, u2], [λ, v1; 1 − λ, v2]) � λd(u1, v1) + (1 − λ)d(u2, v2);
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